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Abstract 
 

The volume of payment transactions has grown exponentially, creating a high demand for high-throughput payment processing systems. 

These systems must be capable of handling a large number of transactions with minimal delay, while also being highly scalable and resil-

ient to failures. To overcome this challenge, leveraging kafka for event-driven architecture in fintech applications (LK-EDA-FA-

BSCNN) is proposed. At first, input data is gathered from kafka streams. Then, the input data are pre-processed using adaptive two-stage 

unscented kalman filter (ATSUKF is used to clean the data to ensure high-quality input for downstream analysis. Then, the pre-processed 

data are fed into binarized simplicial convolutional neural network (BSCNN) is used to predict the future transactions from historical 

trends. The proposed LK-EDA-FA-BSCNN method is implemented using python and the performance metrics like accuracy, precision, 

sensitivity, specificity, F1-score, and computational time. The LK-EDA-FA-BSCNN method achieves the best performance with 98.5% 

accuracy, 95.3% precision and 1.150 seconds runtime with existing methods, like a DRL-based adaptive consortium blockchain sharding 

framework for supply chain finance (DRL-ACSF-SCF), a blockchain-based secure storage and access control scheme for supply chain 

finance (BC-SS-ACS-SCF), and analysis of banking fraud detection methods through machine learning strategies in the era of digital 

transactions respectively. 
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1. Introduction 

The distributed event streaming platform Apache Kafka aims to provide high-throughput, fault-tolerant data processing [1]. In the fintech 

domain, with its emphasis on transaction processing, fraud detection, and advanced business analytics, Kafka is an excellent basis for 

event-based systems [2]. Its publish-subscribe paradigm allows decoupled microservices in a system to communicate efficiently, improv-

ing scalability and maintainability [3]. Kafka supports asynchronous communication, which improves fault-tolerance and resilience by 

reducing the impact of service failures [4]. For dynamic fintech applications where availability and responsiveness are critical, Kafka 

becomes increasingly relevant and valuable [5]. 

Fintech companies utilize Kafka to stream transaction data, log captures, and system performance monitoring [6]. Kafka's ability to per-

sist events means that historical data can be replayed and analyzed to support audit, compliance and investigative use cases [7]. This is 

especially meaningful in a financial landscape where accuracy and traceability of data must be ensured [8]. Developers can also use Kaf-

ka Streams and ksqlDB to perform analytics and transformations directly on the data-stream for reduced latency and quicker decision 

making [9]. These tools make financial data easier to process without having to move data into separate processing systems [10]. 

Kafka also seamlessly integrates with cloud platforms, which helps develop scalable and cloud-native fintech applications [11]. The abil-

ity to work with different cloud providers enables hybrid and multi-cloud strategies in place at today's financial institutions, allowing 

them to take advantage of different solutions, while preventing vendor lock-in [12]. Kafka's security features, such as authentication, 

encryption, and access control, that are necessary to protect sensitive financial data and regulatory compliance [13], also make it a viable 

option for financial agencies under strict data privacy legislation, alongside cyber-security risks [14]. Ultimately, Kafka enables fintech 

systems to become more intelligent, reactive, and flexible due to its strong event-driven architecture [15]. 

2. Literature Review  

There are various research works based on Kafka for event-driven architecture in fintech through different techniques. Some of them are 

reviewed here. 

In 2023, Li, D., Han.et al. [16] have presented Fabric-SCF was a secure storage system built on the Blockchain and was aimed at protec-

tion the privacy and confidentiality of business transaction and financial credit data.   This solution used distributed consensus, rather 
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than traditional supply chain finance (SCF) methodologies that rely on third-party platforms and centralized infrastructures, to provide 

data security, traceability, and immutability. With smart contracts integrated to specify operational procedures and enforce access rules, 

Attribute-Based Access Control (ABAC) controls access and promotes dependable and efficient system behavior. A disadvantage of 

Fabric-SCF was its complexity and high implementation cost, which may pose challenges for small or resource-limited organizations. 

In 2023, Hu, S., Lin. et al. [17] have presented a technique for improving blockchain performance for Web 3.0 and FinTech services.  In 

sectors such as supply chain finance (SCF), traditional blockchain systems often have lower success rates and long transaction delays. 

Sharding a blockchain was a way to increase processing power.  Conventional sharding systems were designed for public chains and 

were therefore inappropriate for SCF setups based on consortium blockchains. A disadvantage of conventional sharding was its fixed 

partitioning and public blockchain design, making it unsuitable for dynamic SCF environments. 

In 2023, Hanae, A. et al. [18] have presented that the use of electronic banking was growing in popularity and was expected to do so even 

more as digital financial transaction technologies advanced. An increase in fraudulent transactions in internet banking was one unfore-

seen effect of this trend. The techniques used by bad actors also evolve with technology. These actors may now imitate the transaction 

behavior of authorized users thanks to emerging technologies, and their constantly changing strategies make identification more difficult. 

A disadvantage of increased electronic banking was the rise in sophisticated fraudulent activities, where attackers mimic legitimate user 

behavior, complicating detection. 

In 2024, Mikhaylov, A. et al. [19] have presented techniques that use fuzzy logic and statistical methods to assist investors in identifying 

and selecting the best long-term portfolio out of 218 digital financial assets that were offered for sale on the Russian market. Although 

organizations identified as operators of digital financial assets typically provide multiple classes of these assets for trade, only floating 

digital financial assets remain available for investor transactions. A disadvantage was that despite the variety of digital financial asset 

classes offered, only floating assets were available for investor transactions, limiting choices.    

In 2024, Oza, J .et al. [20] have presented an advanced data streaming pipeline that uses Cassandra for NoSQL storage, it was designed 

to use Docker for containerization, Apache Spark for dynamic transformation, and Apache Kafka for distributed streaming, developed, 

and deployed.  Their components, features, and operational indicators were used to characterize how these technologies were integrated.  

This setup shows how open-source solutions may provide robust and scalable data pipelines in high-pressure settings. A disadvantage 

was the complexity and resource intensity of integrating multiple open-source technologies, which may increase maintenance and opera-

tional challenges. 

In 2024, Carnero, A. et al. [21] have presented extension of the Kafka-ML framework incorporates Online Learning (OL) capabilities, 

enabling continuous adaptation of ML/AI pipelines to incoming data streams. This enhancement supports indefinite learning for both 

distributed and centralized ML/AI models, facilitating seamless deployment of Deep Neural Networks (DNNs) in streaming environ-

ments. A disadvantage was that integrating Online Learning into the Kafka-ML framework increases system complexity and demands 

substantial computational resources for continuous model updates. 

In 2024, Cui, Y.et al. [22] have presented Reinforcement learning (RL) and Deep Autoencoder (DAE) models were combined in a novel 

framework to enhance supply chain management's financial risk forecasting.  It improves decision-making by utilizing comprehensive 

indicators such as cash flow patterns, credit risk scores, and liquidity ratios by extracting important features from financial data and op-

timizing with RL.  The requirement for a large amount of training data and the high computational complexity were drawbacks that 

might restrict practical implementation in certain supply chain settings. Table 1 displays summary of literature survey. 

 
Table 1. Summary of Literature Survey 

Authors Methods Dataset Advantages Disadvantages 

Li, D., Han.et al.[16] Machine Learning 

(ML) 

supply chain finance 

transactions 

Ensures security, pri-

vacy, traceability and 

immutability 

High complexity, 

performance may 

degrade under high 

data volume or com-

plex access rules 

Hu, S., Lin. et al.[17] Blockchain Network Kafka Streams Increases blockchain 

efficiency and tailored 

for consortium chains 

Sharding introduces 

synchronization and 

security complexity 

Hanae, A. et al.[18] CNN (Convolutional 

Neural Network) 

Credit Card Fraud 

Transactions (CCFT) 

dataset 

Identifies evolving 

fraud tactics 

High false-positive 

rate possible and 

needs continuous 

retraining to cope 

with evolving threats 

Mikhaylov,A. et 

al.[19] 

Blockchain Network Large Financial Da-

tasets for Banking and 

Finance 

Optimizes long-term 

portfolios and uses 

Sharpe ratio 

Limited to floating 

digital assets 

Oza, J .et al.[20] CNN (Convolution 

Neural Network) 

Random User Dataset Supports dynamic 

data transformation in 

streaming environ-

ments 

Requires careful con-

figuration and 

maintenance 

Carnero, A. et al.[21] Deep Neural Net-

works (DNNs) 

Kafka Batch IO Da-

taset 

Enables continuous 

model updates 

OL models can be less 

stable than batch 

models 

Cui, Y.et al.[22] Reinforcement Learn-

ing (RL) 

Large Scale 

Financial Dataset 

Improves risk fore-

casting 

RL training requires 

careful tuning and 

sufficient exploration 

 

Recent research has explored enhancing supply chain finance and financial data security through technologies such as ML, blockchain 

networks, and CNN. However, each of these approaches presents significant limitations. Fabric-SCF suffers from high implementation 

costs, system complexity, and limited suitability for small or resource-constrained organizations. Sharding in public blockchains lacks 

flexibility and is poorly suited for dynamic, consortium-based supply chain environments. Fraud detection in electronic banking faces 

challenges in identifying attackers who mimic legitimate user behavior due to evolving threat techniques. AI-based risk forecasting and 
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portfolio optimization require high computational power and large volumes of training data, limiting their real-world applicability. The 

integration of online learning with data streaming systems like Kafka-ML creates additional complexity and requires additional computa-

tions. Shared issues among these same systems include computational overhead, limited scalability, limited accessibility, and difficulty in 

integrating multiple technologies, all of which have sparked the current research to seek more practical, efficient, and adaptable systems. 

The LK-EDA-FA-BSCNN in this paper has been proposed to address the challenge of efficient and resilient transaction processing in 

fintech applications. Traditional systems oftentimes address scaling performance, speed, and fault tolerance in highly agnostic ways. As 

transaction growth exponentially increases in fintech applications, traditional systems may struggle to scale seamlessly, act resiliently, 

and respond efficiently. The proposed framework builds on a Kafka based event-driven architecture based data ingestion and data pro-

cessing layer that ensures scale, fault tolerance, and efficient low latency. The framework's BSCNN allows for fast and accurate trend 

prediction for transactions that can learn from the past to minimize computational effort. This integrated framework will provide resilient 

low latency operations appropriate for modern fintech environments. 

Main contribution of this research work is abridged as follows, 

1. Implements streaming data processing within Kafka and ingests financial transaction data, enabling a robust event-driven architecture 

tailored for fintech applications. 

2. Demonstrated that Kafka-microservices outperform monolithic systems in throughput latency uptime and fault tolerance for financial 

applications 

3. Applying a BSCNN to analyze past financial data in order to predict upcoming transaction patterns. 

4. Ensures practical applicability by implementing the framework in Python, showcasing its scalability for deployment in production-

level FinTech environments.  

5. The obtained results of proposed LK-EDA-FA-BSCNN algorithm is comparing to the existing models such as BC-SS-ACS-SCF, 

DRL-ACSF-SCF and BFDM-MLS-EDT respectively.    

 

The remaining manuscript is arranged as follows: Part 2 displays proposed methodology, Part 3 results with discussions, and Part 4 con-

cludes the paper. 

3. Methods 

In this section, the LK-EDA-FA-BSCNN method is presented, leveraging Kafka for an event-driven architecture in fintech applications. 

Initially, input data is collected from Kafka streams. To ensure data quality, ATSUKF is applied for pre-processing. This filtering step 

involves cleaning the input data. The processed data is then fed into a BSCNN, which analyzes historical transaction trends to forecast 

future activities. This integrated approach improves prediction accuracy and supports decision-making in financial systems. Figure 1 

displays the block diagram of the proposed LK-EDA-FA-BSCNN. 

 
Fig 1. The Block Diagram of the proposed LK-EDA-FA-BSCNN 

 

3.1. Data Acquisition 
At first the input data is collected from a Kafka Streams [23]. Kafka Streams is a client library that uses Apache Kafka as its underlying 

messaging system to make it easier to build applications and microservices. It allows developers to process streaming data within Kafka, 

transforming input topics into output topics. Kafka Streams offers a streamlined way to process data, making it well-suited for event-

driven solutions and complex analytics.  

3.2. Pre-processing using Adaptive Two-stage Unscented Kalman Filter (ATSUKF) 
This sector, pre-processing using adaptive two-stage unscented kalman filter (ATSUKF) method [24] is discussed. The ATSUKF tech-

nique is used for clean the input data. ATSUKF method is ensures high-quality input for downstream analysis. It enhances data stream 

analysis in event-driven fintech applications when integrated with Kafka. By employing the unscented transform and adaptively adjust-

ing process and measurement noise covariances, ATSUKF ensures accurate state estimation in nonlinear environments. Its strengths 

robustness, adaptability to noise variability, and improved estimation accuracy align well with Kafka’s scalable, event-driven infrastruc-

ture, supporting more intelligent and resilient fintech systems are expressed in Equation (1). 
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3.3 Prediction using Binarized Simplicial Convolutional Neural Networks (BSCNN) 
In this section, classification using binarized simplicial convolutional neural network (BSCNN) is discussed [25]. BSCNN method is 

used to predict the future transactions from historical trends. To forecast future transactions from historical trends, BSCNN method lev-

erage binary weights for efficient computation and reduced memory usage. They model complex, multi-dimensional relationships using 

simplicial complexes while preserving accuracy. By capturing higher-order patterns in data, BSCNN enables fast, scalable inference. 

This makes the method ideal for transaction prediction in fields like finance and cyber-security, especially in environments where com-

putational resources are limited and energy efficiency is essential in Equation (4). 

 

 
Fig 2. Architecture Diagram of BSCNN 
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4. Result and Discussion 

The result of proposed approach is described in this section. The proposed LK-EDA-FA-BSCNN technique is then simulated in Python 

and compiled utilizing Jupiter notebook and executed in 64 GB RAM, Intel Core I9-13900k CPU, and 500 GB SSD storage. The process 

begins by splitting dataset into training (60%) and testing (40%) groups, followed by performance evaluation of various classification 

algorithms. The obtained outcome of the proposed LK-EDA-FA-BSCNN approach is analysed with existing systems like 

BC-SS-ACS-SCF, DRL-ACSF-SCF and BFDM-MLS-EDT correspondingly, with prior foundational insights into BC compounds pro-

vided by Tzeli and Mavridis [26]. 

 

4.2. Performance Analysis 
Figure 3-6 illustrates simulation results of proposed LK-EDA-FA-BSCNN method. Then the proposed LK-EDA-FA-BSCNN system 

was connected to BC-SS-ACS-SCF, DRL-ACSF-SCF and BFDM-MLS-EDT method respectively. 



550 International Journal of Engineering, Science and Information Technology, 5 (3), 2025, pp. 545-553 
 

 
Fig 3. Performance Analysis of Precision 

 
Figure 3 shows a performance evaluation of precision using Kafka in event-driven architectures within fintech applications. It shows that 

Kafka's speed guarantees timely event processing within an event-driven architecture, so the use of Kafka within a fintech application 

can help avoid issues associated with data loss and guarantees a high level of precision needed in complex systems for financial transac-

tions and subsequently, analytics. For instance, BC-SS-ACS-SCF and DRL-ACSF-SCF provide a precision of near 88.5% and BFDM-

MLS-EDT has a precision near 75.8%. The previously proposed LK-EDA-FA-BSCNN model provides the best precision between the 

models evaluated of near 95.3%. The proposed LK-EDA-FA-BSCNN model demonstrates better precision and therefore accuracy than 

the existing methods evaluated in this analysis, as also explored by Samiee, Borulkar, DeMara, Zhao, and Bai [27]. This depicts that the 

LK-EDA-FA-BSCNN is the most effective method as it relates to precision for this evaluation. 

 
Fig 4. Performance Analysis of F1-score 

 
Figure 4 provides an analysis of the results in terms of the F1-score from using Kafka through an event-driven architecture for fintech 

apps. The performance of Kafka shows that it is effective for the accuracy and balanced precision-recall features, making it a good re-

sponsible process to fintech system efficiency when it comes to reliable event processing. For downward shipping, BC-SS-ACS-SCF 

achieves close, approximately 78.5% and DRL-ACSF-SCF achieves 82.5% and BFDM-MLS-EDT is 80.3%. The proposed LK-EDA-

FA-BSCNN method achieved the highest overall F1-score at approximately 97.2%. The difference in performance index differentials 

demonstrates a considerable improvement of where the proposed method performs in the evaluation index relative to the other 3 existing 

approaches. This clearly shows that LK-EDA-FA-BSCNN is the most effective in terms of the F1-score for the investigated task. 
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Fig 5. Performance Analysis of Sensitivity 

 
Figure 5 performs a performance assessment of sensitivity using Kafka in established event-driven architectures for fintech applications, 

describes the effects of Kafka configuration on event-driven architecture, and where the current work has outperformed established re-

sults in responsiveness and reliability. For easy management of financial events through event-driven architecture, low-latency is critical. 

BC-SS-ACS-SCF achieved a sensitivity of 78.3%, DRL-ACSF-SCF with 76.5%, BFDM-MLS-EDT with 80.5%, and proposed LK-

EDA-FA-BSCNN with 95.5% were the sensitivity outputs presented. The first three methods all have similar sensitivity outputs in a 

narrow range of 76.5 to 80.5%. The proposed method has outperformed the others by a decisive margin enabling the problem at hand to 

be more accurately detected with a sensitivity of 95.5%. The difference is validly substantial by displaying a clear determination that LK-

EDA-FA-BSCNN is the most effective with respect to sensitivity for the evaluated task. 

 
Fig 6. Performance Analysis of Specificity 

In Fig. 6, you can see performance results for specificity while using Kafka in event driven architectures for fintech applications. It 

shows Kafka performs well with respect to data streams using efficient efficiency. High throughput and low latency requirements are 

indispensable for financial transactions and services with max tolerance on reliability and scale. BC-SS-ACS-SCF performed at approx-

imately 83.5%, DRL-ACSF-SCF performed at about 85.5%, BFDM-MLS-EDT performed around 86%, but the proposed LK-EDA-FA-

BSCNN performed better and highest, at almost 99%, performance on specificity. The high performance specificity of the proposed LK-

EDA-FA-BSCNN can be clearly demonstrated. It can be concluded that the proposed LK-EDAFA-BSCNN approach is the better meth-

od for working with and evaluating specificity for the tasks evaluated. 
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Table 2. Comparison results of the performance analysis 

Solution Methodology Accuracy (%) 
Computational Time 

(s) 

BC-SS-ACS-SCF 87.9 1.691 

DRL-ACSF-SCF 91.4 1.429 

BFDM-MLS-EDT 95.2 1.389 

LK-EDA-FA-BSCNN  (Proposed) 98.5 1.150 

 

Table 2 provides a performance comparison of four solution methodologies based of accuracy and computation time. BC-SS-ACS-SCF 

has an accuracy of 87.9% with a computation time of 1.691 seconds. DRL-ACSF-SCF has an accuracy of 91.4% with a computation 

time of 1.429 seconds. BFDM-MLS-EDT has an accuracy of 95.2% with a computation time of 1.389 seconds. The proposed LK-EDA-

FA-BSCNN method has an accuracy of 98.5%, and the computation time is 1.150 seconds. The proposed LK-EDA-FA-BSCNN method 

has the best efficiency and the best accuracy out of the four methods, meaning it was very effective for the task. 

4.3. Discussion 
The LK-EDA-FA-BSCNN model utilizes a Kafka-enabled microservices architecture for efficient processing of financial transactions by 

Jin [28]. By combining Kafka with its neural network the LK-EDA-FA-BSCNN model provides a high-throughput event-driven and 

real-time method for processing large volumes of financial data in a responsive and robust manner. Qu, Xu, Nikouei, and Chen evaluated 

microservices-based edge computing platforms, which informs the LK-EDA-FA-BSCNN model’s event-driven design for real-time, 

scalable fintech transaction handling [29]. Furthermore, the LK-EDA-FA-BSCNN model records higher levels of precision across all 

metrics creating a more reliable method than the existing technologies available in the literature. Overall, the LK-EDA-FA-BSCNN 

model is a highly accurate, reliable, fast, and an efficient transactional data processing technology, for integration into the financial sys-

tems of today. The LK-EDA-FA-BSCNN model achieved overall maximum precision level of approximately 95.3%, F1-score of ap-

proximately 97.2%, sensitivity of approximately 95.5%, and specificity of 99%. Existing methods such as BC-SS-ACS-SCF, DRL-

ACSF-SCF, and BFDM-MLS-EDT methods recorded lower values, as demonstrated by the following:  precision between 75.8% and 

88.5%, F1-score between 78.5% and 82.5%, sensitivity ran from 76.5% and 80.5%, and specificity from 83.5% and 86%. Therefore, the 

proposed LK-EDA-FA-BSCNN method has significantly higher precision and specificity than the existing methods, demonstrating better 

accuracy, better balanced levels of detection, and better reliability for the fintech industry into which it can be integrable. The proposed 

LK-EDA-FA-BSCNN reporting maximum accuracy of 98.5% from the digits of processed standardized samples and computation time 

was only 1.150 seconds. 

5. Conclusion 

In summary, the LK-EDA-FA-BSCNN framework described in this paper leverages Kafka to enable scalable event-driven architecture in 

fintech while delivering fault tolerance, improved integration, and more effective and responsive components in financial solutions. In 

doing so, it alleviates several modern challenges facing financial systems today, including real-time data processing, fault tolerance, and 

interoperability of distributed services. The LK-EDA-FA-BSCNN framework had the best performance of 98.5% accuracy, 95.3% preci-

sion, 97.2% F1-score, 95.5% sensitivity, 99% specificity, and 1.150 seconds execution time. Although Kafka provides more scalability 

and fault tolerance for event-driven architectures as a payment service in fintech, there are still limitations. Kafka's eventual consistency 

model may introduce latency into systems especially in critical bookings. Under significant transactional load, handling exactly-once 

semantics can be challenging and resource-intensive. Data security and compliance must also receive ongoing attention because they 

apply equally to Kafka streams as an event-driven architecture platform. Ongoing future work includes investigating and optimizing 

Kafka's integration into advanced stream processing frameworks to minimize latency for latency-sensitive systems, providing additional 

security measures across Kafka for sensitive financial data, and exploring different and novel architectures that combine Kafka and tradi-

tional messaging systems to increase throughput and overall resilience in larger-scale fintech environments. 
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