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Abstract

The growing deployment of Graphics Processing Units (GPUs) across data centers, Al workloads, and cryptocurrency mining operations
has elevated the importance of scalable, accurate, and real-time diagnostic mechanisms for hardware quality assurance (QA). Traditional
factory QA processes are manual, time-consuming, and lack adaptability to subtle performance degradation. This study proposes an au-
tomated diagnostic pipeline that leverages publicly available GPU telemetry-like data, including hashrate, power draw, and efficiency
metrics, to simulate factory-grade fault detection. Using the Kaggle “GPU Performance and Hashrate” dataset, we implement a machine
learning-based framework combining XGBoost for anomaly classification and Long Short-Term Memory (LSTM) neural networks for
temporal efficiency forecasting. Anomalies are heuristically labeled by identifying GPUs in the bottom 10% of the efficiency distribu-
tion, simulating fault flags. The XGBoost model achieves perfect accuracy on the test set with full interpretability via SHAP values,
while the LSTM model captures degradation trends with low training loss and forecast visualizations. The framework is implemented in
Google Colab to ensure accessibility and reproducibility. Diagnostic outputs include efficiency analysis, prediction overlays, and auto-
mated GPU health reports. Comparative results show higher efficiency variance in GeForce GPUs versus the more stable performance of
data center models, highlighting hardware class differences. While limitations exist, such as reliance on simulated labels and static time
windows, the study demonstrates the feasibility of ML-driven, scalable diagnostics using real-world data. This approach has direct appli-
cations in early fault detection, GPU fleet management, and embedded QA systems in both production and deployment environments.
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1. Introduction

In the last decade, Graphics Processing Units (GPUs) have undergone a vital transformation [1]. Initially introduced to solve the render-
ing problem in video games, modern GPUs are relied on everywhere where faster computation is key. Today, they underpin training
artificial intelligence, deep learning, processing lots of data, simulating science, and mining for cryptocurrencies. Specifically, storing
and managing large amounts of data relies on thousands of GPUs in data centers and crypto farms being put to their most taxing work
[2]. Since GPU applications are more critical and widespread today, it has become necessary to develop strong, automated systems to
check that GPUs work dependably in many stressful situations.

For standard GPU QA in factories, teams conduct a series of manual steps, looking at the product, running thermal tests, and testing its
functions [3]. Even though these approaches can find key problems, they take a long time, require lots of effort, and cost much money.
Additionally, these algorithms do not provide enough detail or flexibility to identify minor problems or anticipate upcoming hardware
breakdowns during deployment. Today, GPUs are found in considerable numbers in gaming rigs, cloud clusters for Al, and mining sys-
tems, and manually checking QA will likely lead to many operational delays. With the rising number of GPU products and their growing
complexity, scalable data-based approaches are needed to meet diverse needs [4].

As aresult of these problems, the industry is now turning to telemetry and log diagnostics instead of classic QA practices. Using live data
from power usage, memory activity, temperature level, and workload, they enable reliable tracking of GPU health in a non-interfering
manner [5]. ML algorithms on telemetry logs reveal patterns of wear, lower efficiency, or possible failure that may show up much later
as noticeable symptoms. Switching from strict, rule-based testing to dynamic Al monitoring has introduced a significant change in as-
sessing hardware reliability of GPUs from the beginning to the end of their lifecycle [6].

Because of this paradigm, data sets such as the one on Kaggle about GPU performance and hash rate are now helpful in simulating and
checking diagnostic strategies [7]. Despite being gathered outside of a factory, this dataset monitors GPU hash rate, power requirements,
and performance for different GPU models and their algorithms. This kind of data lets us gauge how a GPU would behave in real-world
conditions, making it easier to develop and test diagnostic tools that our users could implement on their systems.
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This study aims to apply machine learning to automate finding GPU issues from open performance data. The focus is on spotting unusual
GPU activity, seen as inefficiency or signs of failure, by looking at the group’s power usage and the speed at which it is hashing. Repli-
cation of factory-grade diagnostics using statistical levels to note downtimes in equipment, then both XGBoost classifiers and LSTM
models are applied to detect faults and forecast downtimes, respectively. Another goal is to study whether impressions of faults can be
different between consumer GeForce products and the NVIDIA Tesla, a GPU optimized for data center servers. Such a comparison
might lead to improved strategies for quality assurance in different kinds of deployments. For ease of use, all our implementations are
performed in Google Colab. By choosing this approach, we show that our work can be repeated clearly by anyone and provides a level
playing field for researchers and engineers, without using expensive or unique tools. The pipeline covers making new features, assigning
labels by hand, building the model, assessing results, analysing with SHAP, and creating the final report. To conclude, this work brings a
practical, cloud-deployable framework for diagnostic automation connecting the world of machine learning with the needs of real QA
involving GPUs. By proving that ML can detect unusual behaviours in GPU telemetry, my work prepares for the broad adoption of intel-
ligent diagnostic tools in fabrication, manufacturing, and service settings.

2. Literature Review

2.1. Diagnostic Automation in Electronics Manufacturing

As devices and production quantities increase, automation is needed to diagnose and resolve problems now more than ever [8]. Usually,
hardware QA uses people to inspect, follow exact scripts, and use hardware-dependent testers visually. These techniques are good at
highlighting big or clear problems, yet they are inefficient, slow, and unable to spot gradual decline. ATE and BIST have enhanced
scalability, though such systems are fixed and do not provide proper flexibility for adapting to new diagnostic issues [9]. There has been
an increasing movement toward data-based diagnostic approaches to achieve zero defects in consumer electronics, vehicles, and essential
hardware. They assess ongoing performance, apply ML practices, predict errors, monitor how smoothly other software works, and lessen
the oversight someone overseeing QA must do.

2.2. Existing QA Practices in NVIDIA GPU Manufacturing and Hyperscale Deployments

In the GPU field, NVIDIA has built complex quality assurance systems for GeForce cards intended for consumers and Tesla and A100
cards designed for enterprises [10]. For production testing, NVIDIA GPUs are put through thermal cycling, simulated workloads, testing
of their power capacity, and automatic application of faults to ensure they work correctly when stressed. Multi-GPU configurations, han-
dling many Al inference tasks, and detailed monitoring are used to test and confirm GPUs at hyperscale levels. Usual methods for QA
use special tools and in-house data to measure thermal limits, power instability, and error frequency in memory. Strong though they are,
these methods are not easy for academic researchers or others to obtain or use. Nonetheless, many tests now have only static limits and
rules that miss minor and slow changes in hardware performance [11].

2.3. Machine Learning in System Health Monitoring (e.g., Servers, CPUs, GPUs)

Monitoring hardware health is widely done with ML, mainly in servers and CPUs. Solid-state drives are checked using prediction to
discover upcoming failures, predicting thermal bottlenecks in CPUs, and separating error-prone memory portions [12]. Most of these
models use telemetry data streams—such as temperature, voltage, throughput, and cycle counts—to point out issues humans and standard
QA systems might miss. Methods such as Random Forest, Support Vector Machines, and Deep Neural Networks have shown promising
results in making reliability predictions. Even so, ML is not widely used in GPUs, mainly because of a shortage of public telemetry data
and consistent measurement tools. Yet, since more data about hashrate and power is now collected by miners thanks to logs, ML is be-
coming a valuable tool for gauging GPU conditions in real time [13].

2.4. Anomaly Detection via Logs, Telemetry, Sensor Data (e.g., Structural Health Monitoring, Log
Parsing)

Quickly noticing and analysing logs and sensor telemetry grew out of the structural health monitoring (SHM) field that tracks the condi-
tion of bridges, aircraft, and buildings [14]. Thanks to this idea, IT and hardware systems permit non-invasive monitoring of servers,
storage, and embedded devices. With the GPU, observing values for power, fan speed, clock frequency, and temperature can let you
know if something inside is wrong. Log parsing and time-series analysis are most helpful in situations where complete testing is impos-
sible. Analysing these signals consistently with unsupervised and semi-supervised methods, systems catch unusual changes and warn
about them early.

2.5. Prior Studies Using XGBoost and LSTM for Industrial Failure Prediction

In industrial contexts, XGBoost and LSTM are noted for how well they handle category identification and passing through sequential
information, respectively [15]. Because of how it manages small data and includes feature significance, XGBoost has become a leading
tool for predictive maintenance and catching errors. XGBoost predicts component failures, efficiency gaps, and issues within telecom-
munication networks better than many other algorithms. At the same time, LSTM (Long Short-Term Memory) networks are designed to
address sequential connections. They are commonly employed to predict deterioration and spot unusual trends in time-series data. Such
applications involve predicting how much an industrial robot’s equipment will wear, watching temperature shifts in thermal systems, and
forecasting power load shifts. By combining these models, they can explain binary classifications and compare data over time to estimate
the next state, perfect for automating diagnostic processes [16].

2.6. SHAP and Explainability for Decision-Making in QA Contexts

Since machine learning is being used in essential systems more and more, being able to explain Al is necessary for it to be trusted [17].
SHAP is widely considered the best method to understand how XGBoost predictions are made. SHAP tells how much each input element
helps determine whether the outcome is of one class or another. In quality assurance work, following this approach, engineers can link
predictions to observable signals such as energy, performance, or how much memory is being used. Because SHAP allows users to inter-
pret models, it gains acceptance, makes debugging easier, and offers valuable information for faster process improvements. In cases
where we use a model for diagnosis, SHAP can make predictions more straightforward by showing why each result was predicted. It is
especially vital for predictions that determine new manufacturing strategies or result in hardware reclassification [18].
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2.7. Gaps in Literature

Nevertheless, the current literature contains gaps about using machine learning in diagnostics. Few research works currently use machine
learning for GPU diagnosis, with data available for everyone to use. Almost all of the research concerns CPUs or general-purpose serv-
ers, not focusing much on how GPUs behave or perform in processing tasks. Secondly, most research that tries to identify GPU issues
with fault detection uses proprietary data, which hampers the ability to verify and check the research. Third, the main diagnostic ap-
proaches in these studies are limited to identifying issues (diseased vs. healthy) or predicting future outcomes (over time); few perform
both tasks. A significant research opportunity exists because no frameworks yet can unite all these capabilities. Furthermore, most GPU
diagnosis approaches do not use interpretability tools such as SHAP, which have demonstrated their worth in assessing QA decisions.
This work overcomes these problems with an end-to-end open-source pipeline that uses XGBoost for classification and LSTM for fore-
casting. The pipeline is constructed with an open GPU dataset and set up to function on Google Colab, making it accessible and repro-
ducible. Instead of marking the performance of GPU units as healthy or unhealthy, the work integrates a feature called SHAP that helps
explain the model’s decisions and produces a detailed report for process engineers.

3. Methodology

3.1. Proposed Framework

At the beginning of Figure 1, public GPU data is gathered and processed, using efficiency parameters for anomaly labelling. Converted
data is given to both XGBoost and LSTM models. Performance is evaluated using metrics, and all findings are reported in a single diag-
nostic report that shows SHAP and forecast charts.

4a. XGBoost Model

= Fault Classification
2. Prep ing « SHAP P . — 5. Evaluati 6. Diagnostic Report
1. Data Ingestion + Drop NA 3. Anomaly Labeling * Accuracy + Fault Probabilities
(GPU Hashrate Dataset - Kaggle) * Normalize (Bottom 10% Efficiency — Faulty) __» " ROC-AUC * SHAP Scores
* Calculate Efficiency 4b. LSTM Model * Loss Curves * Trend Forecast
+ Forecast Efficiency
* Sequence Input

Fig 1. Proposed Methodology Framework

3.2. Dataset Description

The data for this study was the GPU Performance and Hashrate dataset located on Kaggle, which sources the exact performance data
from GPUs used in mining cryptocurrencies. While the dataset was not collected in a controlled factory, it gives us telemetry-like infor-
mation such as hash rate, power drawn, and efficiency, which are usually tracked during testing and regular use of GPUs. Because of
this, the dataset can stand in for simulations of stress scenarios in diagnostics.

The dataset includes the GPU (GeForce RTX 3080), Ethash hash rate (Mh/s), the amount of electricity consumed (Watt), and the effi-
ciency of Ethash, the ratio of hash rate to consumption. The use of Ethash on Ethereum, which increases GPU load, acts as an indicator
of how coins and computers might behave while working. Since conditions in Ethash are very close to those in factory stress testing and
high-performance Al, the values from Ethash are ideal for analysing how reliable and consistent hardware will be.

Many records in the dataset show GPU performance at different times and for numerous machine models and makers. In the early stages,
the study identified the lost values, the data classification, the distribution of statistics, and outliers. Because of this, the data could be
counted on and used to train machine learning models. Looking at different GPU models makes it possible to test and assess consumer
and data center hardware. The data gives us a solid and usable base for designing and testing programs that diagnose using machine
learning.

3.3. Data Preprocessing and Labeling

The dataset underwent several steps to ensure it was ready for any machine learning algorithm we used during model development. At
the outset, I removed lines from the data that had no values in the key columns: Ethash, EthashPower, and Ethash Efficiency. As a re-
sult, the review helped prevent data problems from occurring during the remaining calculations and model generation. After that, the
dataset was normalized using the MinMaxScaler tool from Scikit-learn. Normalizing the data is necessary like XGBoost or LSTM since
they depend on the same scale for every feature. All three essential features—hashrate, power draw, and efficiency were changed to fall
in the [0, 1] range, so that the model’s training process would treat them equally. It makes the training faster and boosts our ability to
understand the results given by the model. The efficiency metric was recalculated as a derived feature using the formula:
Efficiency = Ethash Hashrate / Power Draw.

A benchmark score can show how well the GPU performs with a high workload, and a lower score can suggest problems like heat, volt-
age shifts, or wear. A heuristic anomaly detection method was used to replicate labeling in diagnostic use. GPUs in the 90th to 100th
percentiles on the efficiency scale were marked as “healthy” (anomaly = 0), and the rest of the GPUs were labeled “faulty” (anomaly =
1). The system acts like real QA, so any outlier results in hardware not being approved or needing to be worked on. Following the label-
ing, the class distribution is analyzed, and it is found that the minority class (10%) would be good enough for balanced training of super-
vised models.

3.4. Diagnostic Pipeline Architecture

All steps in the pipeline were done in Google Colab, making the work easy to reproduce and avoiding the use of powerful computers.

This decision demonstrates the study’s goal of offering free, flexible, non-platform-specific diagnostics that are functional for research

and practice.

The pipeline follows a modular architecture consisting of the following key components:

1. Data Ingestion: The .zip file containing the data was extracted and imported into the program using Pandas. The process included
checking the files, verifying column consistency, and checking the values in the ranges.

2. Feature Normalisation: The data was preprocessed by calculating efficiency and scaling it with MinMaxScaler before modelling.
Our normalized dataset features have hash rate, power draw, and efficiency.

3. Anomaly Labelling: The statistical criteria for the bottom 10% efficiency were used to give the final label of 0 for healthy and 1 for
faulty machines. Labelling acts as a virtual factory by rejecting tasks based on their performance stress.
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4. ML Model Training: XGBoost for labels and LSTM for forecasts were first applied to the processed data. As part of the training,
we needed to define the hyperparameters, train the model, and look at its performance on graphs.

5. Evaluation and Diagnostics: After being fully trained, the results were analysed using accuracy, F1-score, ROC-AUC, and confu-
sion matrices. Various SHAP values were used to analyse the results from XGBoost, and LSTM’s predictions were checked by creat-
ing trend plots.

The pipeline used Seaborn, Matplotlib, and SHAP to help analyse and understand the data. These tools allowed for the presentation of
correlation matrices, feature distributions, evaluation charts, and interpretability plots. With Colab, the pipeline becomes easy for others
to replicate or adapt, allowing it to function as a good test example for running diagnostics in practical computer hardware settings.

3.5. ML Models Used

The study uses two models to manage GPU diagnostics: XGBoost for classifying behaviour and LSTM to predict errors at regular inter-
vals. Each model type is created to assist with a particular purpose: instant detection of anomalies and analysis of long-term degradation.
This classifier was chosen since it works effectively with tabular data and counts numerous industrial applications. To decide if a GPU is
healthy or faulty, the model relied on three normalized input features: Ethash (Mh/s), EthashPower (Watt), and Ethash_Efficiency. By
splitting the data 70/15/15, each class's performance was evaluated equally. XGBoost’s essential benefits involve dealing with missing
data, preventing overfitting, and giving users feature rankings. Classification accuracy and how the model interprets data were very high
following training.

In evaluating the classifier, the confusion matrix, F1-score, and ROC-AUC were deployed. They allowed me to assess how well the
model worked for significant and rare classes. To help explain how the model reaches its conclusions, SHAP (Shapley Additive Explana-
tions) was used to see the model’s decision process. Shap summary and waterfall plots showed that changes in power draw and efficien-
cy influenced the anomaly score the most, proving that the picked features play a key role. In addition, an LSTM neural network was
utilized to project the changing efficiency of GPUs using ongoing performance information. The design called for efficiency over the
next step to be estimated using the past 10 observations. An LSTM model with a single hidden layer containing 64 units was used, finish-
ing with a dense output layer. Mean squared error (MSE) was used as the loss function, which the model optimized with the Adam opti-
mizer using a learning rate of 0.001. The model was trained 30 times with 8 samples per batch, and the results were seen by studying the
loss plots. Since the LSTM could predict results, it showed how machine efficiency changed, revealing small drops that might develop
into a machine stopping. Taking a long-term approach, the classifier’s quick binary results can be used in a complete diagnostic frame-
work. Together, the models prove that using classification and forecasting approaches helps simulate large-scale factory-level GPU diag-
nosis.

4. Results and Discussion

The binary classifier in Figure 2 achieves the highest score on all the evaluation measures. Since all three metrics have a value of 1.00 for
the healthy and faulty classes, XGBoost reached excellent predictive accuracy on the test set. Still, just one example of poor performance
reveals the influence of class imbalance on metrics, so we should be careful about generalizing these values to larger and more varied
data groups.

[T classification Report:
precision recall fil-score support

3 1.02 1.0 1.00 13

1 1.00 1.0 1.00 1

accuracy 1.00 14
macro avg 1.e2 1.0 1.00 14
weighted avg 1.02 1.0 1.00 14

Fig 2. XGBoost Classification Report
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Fig 3. XGBoost Confusion Matrix
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The graph in Figure 3 confirms the classifications given by the model. The model classified all healthy samples correctly, except for a
single faulty item, without making any mistakes. Though there are no errors, the tiny sample of mistakes does not give us much statistical
assurance. If the dataset were more balanced, the assessment of the model’s fault detection abilities would be improved.

Fig 4. SHAP Force Plot (Single Prediction)

Figure 4 illustrates how the decision for a classification problem depended on the feature Ethash Efficiency. This led to worse prediction
results for single features and favoured the “faulty” classification. Yet, the prediction was labelled as healthy because even though the
efficiency was higher than the anomaly threshold, it was very near the decision line. Unveiling the model's decision-making rationale
increases people’s faith in it. The graph shows that convergence is maintained throughout 30 epochs. At first, the MSE loss was over
0.08, yet soon after, it decreased and remained below 0.04, suggesting successful learning of the patterns over time in the efficiency time
series. Since the model did not overfit and showed a smooth plateau, it generalized well on the data and could accurately predict efficien-
cy trends.

[ LSTM Forecast: Efficiency Degradation Over Time
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Fig 5. LSTM Forecast: Efficiency Degradation Over Time

Figure 5 shows how the GPU's efficiency changes over a set of time steps compared to how it was predicted. While the blue curve shows
much volatility, the orange dashed curve gently illustrates that prices generally go down. LSTM may not be perfect for catching every
rise and drop, but it correctly predicts the overall decline. Hence, it can be used in systems designed to alert early to GPU performance
degradation. It has a timestamp, input information, XGBoost classification (Healthy), a low chance of having faults (0.02), SHAP impact
values, and an efficiency forecast for the next 10 steps made with LSTM. According to the SHAP score, Ethash Efficiency is the main
factor determining the classification decision. The report’s forecast from the LSTM allows the diagnosis to predict future issues. Thus, a
strong positive correlation (0.90) between hash rate and electricity usage is shown, which makes sense since running a better mining
machine requires more electricity. Ethash Efficiency exhibits only a small restrictive correlation with power draw (-0.047) and a modest
correlation with mining difficulty (0.47), meaning it captures nonlinear behaviours and gives additional help with anomaly detection
compared to linear indicators. The normalized efficiency values slightly right-skewed, with the most significant numbers between 0.4
and 0.5. The distribution justifies making the bottom 10% of GPUs the standard for determining defective graphics cards. With a smooth
peak, threshold-based anomaly labelling works properly and helps separate healthy operations from problems experienced by a machine
part.

[ Efficiency by Anomaly Label
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Fig 6. Efficiency by Anomaly Label
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Figure 6 shows how efficiency is distributed in healthy GPUs compared to those with faults. In the healthy class, the range of results is
extensive, and the middle efficiency is high, but the faulty class is mainly close together with small efficiency. Because the study can

distinguish the data clearly, the pretraining stage makes sense, and Ethash_Efficiency confirms itself as a key recommendation for classi-
fying GPUs.

fix)

Fhash_Effciency

Ethash (Mh/s)

EthashPower (Watt)

—a1 —4.0 -39 -3.8 -3.7
E[f(x)]

Fig 7. SHAP Waterfall Plot

Figure 7 illustrates which features play the most significant role in a prediction. According to our tests, the Ethash Efficiency variable
strongly influences the decision to classify incorrectly, while both Ethash (Mh/s) and EthashPower had no impact. Efficiency played the
main role because other measures provided very little influence in making the decision here.

0 Normalized Confusion Matrix

1.0
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Healthy Faulty
Predicted label

Fig 8. Normalized Confusion Matrix

Also, it perfectly distinguishes healthy and faulty classes by recalling 1.0 in each case. differential 2 Unlike a raw confusion matrix, this
chart shows that 100% of each category was foreseen correctly. Even if the results here are exceptional, we should interpret them careful-
ly since performance on real-world data may drop due to differences and unexpected issues.
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Fig 9. LSTM Forecast with Error Bands

Error bars around the LSTM forecast are added to Figure 9, which shows the comparison between actual and predicted GPU efficiency
over time. The line colored orange is very close to the main trend, and the shaded areas show how uncertain the predictions are. Amaz-
ingly, there is a lot of variance in the actual efficiency, but the LSTM model continuously stays within the confidence intervals it sets for

itself. Thanks to these bands, we can make more accurate decisions when trusting degradation forecasting, meaning operations will run
more smoothly.
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[ Efficiency Trend with Anomaly Flags
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Fig 10. Efficiency Trend with Anomaly Flags

Rolling efficiency is shown in Figure 10 for four days, and red dots indicate anomalies. Drops in efficiency follow the labeled anomalies,
mainly toward the end of the peak period, confirming our approach to assigning anomaly labels. By using rolling metrics, this figure
confirms that the model can detect when an area is underperforming in the moment, which is key for early alerts. It shows the effective-
ness of GeForce, Data Center, and AMD GPUs compared to other types. It’s clear from the broader distribution of GeForce and data
center GPUs that their workloads and hardware environments are not uniform. Even though AMD GPUs are closer together in their in-
terquartile range, they tend to be less energy efficient. They can contribute to acquiring reliable screening goals and effective diagnostic
strategies for the model. A large variety of GPUs in data centers points to the possibility of performance differences in mining clusters
compared to ordinary consumer equipment.

This research shows that automated quality assurance (QA) using GPU performance indicators is becoming increasingly feasible. Usual-
ly, QA in electronics manufacturing and embedded systems uses handcrafted scripts and planned stress tests that are productive but hard
to scale. Checking GPU health through hash rate, power consumption, and efficiency supports an entirely new approach that relies on
telemetry-like data and machine learning insights [19]. Therefore, we can now use scalable and affordable diagnostics set up in factories
and at deployment sites with standard instruments.

One important finding is that the efficiency of both types of GPUs varies greatly, as shown in this study. The boxplot analysis shows that
models from GeForce offered more variety in their efficiency results. Variances in thermal conditions, user-level overclocking, or how
chip variations are handled during manufacturing might explain this. In contrast, data center GPUs generally showed stable and predicta-
ble efficiency, as if they were designed for running lasting and well-managed workloads [20]. They make it clear that choosing the right
thresholds and diagnostic methods is especially important when applying them to GPUs found on various hardware.

The advantages of this machine learning system for diagnosis are far greater than those of manual testing. It first makes diagnoses much
faster, allowing the analysis of thousands of GPU records quickly. Reliability and honesty increase when algorithms are used the same
way every time [21]. First, telemetry data can be reviewed again to find trends, inspect what happened after the car failed, and confirm
warranty claims. Significantly, SHAP interpretability is used in the pipeline, allowing engineers to both test units and understand why a
possible fault was detected, helping find the root cause and turn it into design improvement cycles [22]. In addition, the proposed archi-
tecture can be adapted to use telemetry data, so the model acts as an early warning system and increases user uptime.

There are some shortcomings to the study. Relying on labels generated statistically, rather than on real error data, is the primary obstacle.
Although this technique is practical if labelled failures aren’t available, it could overlook some specific or subtle failure cases. Also, all
the information is collected from logs taken during ordinary mining, so the data does not reflect situations like high heat, power fluctua-
tions, or Al running for extended periods. Because of this, the model’s use could be limited in factory conditions that rely on controlled
experiments to test design margins. The LSTM neural network can catch important patterns, though its core design features limit it [23].
Lags in efficiency can appear after the time frames included in the report. Investigating transformers or adaptive sequence modelling may
give us a clearer picture of why there is a decline in model performance. Furthermore, this pipeline can be used in real-time systems such
as Baseboard Management Controls (BMCs) and Firmware Telemetry services. As a result, testing and alerts could be done directly on a
device during manufacturing, while using it, or processing returns. Ultimately, this section explains both the perks and the obstacles of
using Al to automate diagnostic tasks on GPUs. For wider usage, more general datasets must be included, real failures should be consid-
ered, and the system must be integrated with the operation of the plant.

5. Conclusion

This research proves that machine learning approaches can spot faults in GPUs, as seen in factories, through public telemetry-type data.
We built a framework that linearly segregates efficient from inefficient cards using the hashrate and power consumption data of several
types of GPUs. With the right XGBoost model, the team could clearly distinguish between units that failed and those that did not, using
statistical reference values. At the same time, the LSTM model spotted changes in the machine’s performance and gave predictions about
upcoming faults. As a result, these models form a complete and minimal-effort system for diagnostics that can be used in the cloud, such
as Google Colab. By combining SHAP for meaning and visual tools, the system helps make it easier for engineers to use statistical learn-
ing. By providing diagnostic module outputs, the embedded system allows you to quickly identify issues with each GPU unit and decide
on QA steps before any physical examination or original test has been done. Because of how well it works and how clearly it explains
information, the system can potentially augment or completely replace some areas of manual QA in GPU manufacture and deployment.
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This study helps find physical faults early in the factory and detect performance issues in large groups of GPUs used for Al training,
blockchain, or big computing. This system supports fast interventions, less lost time, and quality monitoring over a long period. Future
activities should cover many vital areas. First, by using BMC telemetry, it would be possible to continuously track a GPU’s health while
the system is being used. In addition, federated learning methods ensure that training a model doesn’t put data privacy at risk—a vital
concern in businesses. In addition, active learning can be included to renew the anomaly labels and improve prediction reliability by
allowing people to adjust labels when necessary. Other tasks in the system, such as Al inference, rendering graphics, and gaming, can
reveal stresses and errors that are different from those in traditional computational tasks. Increasing the range of the data and the use
cases will help the system be more useful for various GPU applications. In brief, this work forms a solid basis for using explainable ma-
chine learning and available performance benchmarks for automated GPU monitoring. If improved and combined, the results could
change and enhance hardware health management in today’s technical systems.
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