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Abstract 

 

Sentiment analysis is a computational study that aims to process, extract, summarise, and analyse the information contained in the text so 

it can conclude the emotions and points of view given by the author from the text and share the emotional tendencies in the text through 

the subjective information contained in it. Vidio is a video streaming site that allows users to watch and enjoy various videos and other 

services, such as live chat and playing games over the internet, and broadcast them by live streaming and video on demand. The analysis 

process uses the Bidirectional Encoder Representations from Transformers (BERT) method to classify comments into positive, neutral, 

and negative sentiments using the Python programming language, and based on the results of the tests that have been carried out from the 

amount of comment data—as much as 6000 data with training data as much as 4019 data, validation data as many as 1154 data, and test 

data as many as 569 data—an accuracy result of 76%. 

 

Keywords: BERT, Encoder, Sentiment Analysis, Transformers, Vidio. 

 

1. Introduction 

Entertainment is a critical human need and cannot be separated from human life. Entertainment is a way for humans to forget all the 

problems they face in everyday life. One type of entertainment is watching movies and soap operas. Watching movies or soap operas is 

usually enjoyed on television. Films and soap operas are broadcast on television according to a predetermined schedule. 

The rapid development of technology has forced several conventional fields to enter an era of disruption and switch to digital activities to 

make human life easier. Vidio is an online portal or video streaming website established in 2014 [1]. Vidio allows users to watch and 

enjoy various videos by streaming (live streaming and video on demand) and other services such as live chat and playing games through 

the internet. Over time, Vidio can also be accessed via mobile and tablet devices (iOS, Android), personal computers, Chromecast, set-

top boxes, smart TVs, and other devices with the Vidio [1] application installed. Movies and soap operas available on the Vidio applica-

tion can be watched anytime and anywhere. 

More than four hundred and eighty thousand Android users have downloaded the Vidio application on the Google Play Store, and there 

are many opinions regarding the Vidio application on the Google Play Store. A sentiment analysis is needed to determine the user's opin-

ion about the Vidio application. The task of sentiment analysis is to understand, extract opinion data, and process textual data automati-

cally to get a sentiment contained in an opinion [2]. 

Previous research related to sentiment analysis on the streaming application [3] yielded an accuracy of 92.67 % for the Iflix application, 

the second Netflix was 82.33%, and the third Disney Hotstar was 69.33 %. 

 In this study, the method used for sentiment analysis is the bidirectional encoder representations from Transformers (BERT) method, 

which is used to analyse sentiment through user comments on the Google Play Store. The researcher chose the BERT method because it 

is new and rarely used. Still, it produces a high percentage of accuracy [4]. Using the BERT method produces an accuracy of 73 % with 

2000 reviews, of which 1000 reviews have positive sentiment and 1000 reviews have negative sentiment. The BERT method uses the 

Python programming language. These sentiments will be categorised into positive, negative, and neutral. 
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2. Methods 

The research steps used in the Vidio application sentiment analysis using the BERT method consist of several steps, as shown in         

Figure 1. 

The research steps below show that sentiment analysis begins by scraping or collecting data through the Google Play website. The results 

of scraping are then collected and become a dataset. The dataset is then labelled with positive, neutral, and negative labels. The dataset 

then enters the pre-processing stage. In general, data pre-processing is done by eliminating inappropriate data or converting data into a 

form that is easier for the system to process. Several pre-processing stages include case folding, data cleaning, tokenising, and normalisa-

tion. After going through these processes, the dataset was trained using IndoBERT to be classified into three categories: positive, neutral, 

and hostile. The classified data is then evaluated to see the accuracy of the predictions. 

 

 

Fig 1. Research steps 

2.1. Scraping 
This study uses a dataset from user reviews on the Vidio application from the Google Play Store. Scraping is done by utilising the 

Google Play scraper library provided by pip. Pip is a package management tool that installs, removes, and upgrades libraries in Python. 

The Google-play-scraper function extracts various attributes on application reviews on the Google Play Store, such as review text, re-

viewer username, star rating, date the review was created, etc. The dataset successfully extracted from the Google Play Store website was 

6000 reviews. The selection feature based on stars on the Google Play Scraper is used to get a balanced dataset between 

 sentiments. Then, feature selection will be performed on the dataset. Feature selection is done by removing the id, username, and date 

columns because they are deemed unnecessary for the sentiment analysis process. The dataset is then saved in tab-separated value (.tsv) 

format. The TSV format was chosen because it makes it easier to analyse the scraping results. After all, if you use a more common for-

mat, such as comma-separated values (CSV), the scraping results are separated using commas, so there are quite a few commas in the 

sentence. 

2.2. Dataset Labelling 
Sentiment analysis using the supervised learning method requires datasets with labels. This labelling must be done because the super-

vised learning method requires studying examples. The essence of supervised learning is to create a mechanism whereby the model can 

see examples and generate generalisations so that the model's output is a prediction that matches the desired label [5]. Models can also 

see and learn how reviews have positive (4 and 5 stars), neutral (3 stars), and negative (1 and 2 stars) sentiments. 

2.3. Pre-processing 
In general, data pre-processing is done by eliminating inappropriate data or converting data into a form that is easier for the system to 

process. Several steps in pre-processing, namely case folding, data cleaning, tokenising, and normalisation. 

1. Case Folding: This step converts the entire text in the document into a standard form (in this case lowercase letters). This step is 

carried out because not all text documents are consistent in the use of capital letters. Case folding is done using the lower() function 

which is available in the Python library.  

2. Data Cleaning: This step removes data attributes that are not needed in the classification process. The data obtained from the da-

taset collection will be filtered to produce the data that is really needed. Unnecessary data can reduce the quality or accuracy of the 

classification results. The processes carried out in the data cleaning stage are the removal of numbers, punctuation, emoji, excess 

spaces, duplicate sentences, stop word sand stemming. 

3. Tokenising: This step uses a regular expression to find the character to be deleted. This stage is used to break down sentences into 

word lists. This process uses the word tokenise function provided by the NLTK library. 

4. Normalisation: This step changes non-standard words to standard words so that the data can be fully recognised by the system. The 

normalisation process can use the library that has been provided or by uploading a file that contains a list of standard and non-

standard words. 

2.4. Dataset Splitting 
Dataset Splitting is a technique used to see model performance by dividing the data to be processed into several parts, in this case, train-

ing, validation, and testing. The training dataset is used to train the model, the validation dataset is used to minimise overfitting that often 

occurs in artificial neural networks, while the testing dataset itself is used as the final test to see the accuracy of the network that has been 

trained with the training dataset. This study's proportion of split datasets is 70 % train set, 20 % validation set, and 10 % test set. 

2.5. BERT Implementation 
This study uses a fine-tuning technique with the IndoBERT base-p1 model, one of the models that uses the BERT-base architecture. This 

technique uses a model that has been trained previously and only teaches a little more to reach the optimal point on a new task. This 

model has been trained using 4 billion words with around 250 million formal and colloquial sentences in citeref6 Language. This study 

uses the Transformers library provided by HuggingFace [7]. This library offers thousands of pre-trained models that can be used to per-

form classification, information extraction, debriefing, summarisation, translation, text generation, and other tasks in 100 languages. Two 

leading deep learning libraries, PyTorch and Tensor Flow, support transformers. 
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1. BERT Pre-Training: The BERT pre-trained model used in this study is IndoBERT, an architecture specifically trained using Indo-

nesian corpus data. The dataset used reaches 4 billion words, both informal and formal languages, with 12 different Indonesian cor-

pora. This dataset is then trained with the standard BERT architecture, which has 12 transformer layers [8, 9, 10]. 

2. Fine-Tuning BERT: Training is done by using a model that has been trained previously and then learning a little more to reach the 

optimal point. This training technique is known as fine-tuning. This study used the indobenchmark/indobert-base-p1 pre-trained 

model from IndoNLU [6].  

 

Pre-trained models from IndoNLU are accessed via Hugging Face. Fine-tuning for this research uses the BertForSequenceClassification 

model class from HuggingFace's transformers library.   

Training is obtained from the previous data sharing process: training, validation, and test data. The training data is loaded according to 

the predefined hyperparameter tuning, namely a batch size of 32. The batch size is the number of samples entered into the network before 

the weight is adjusted. The number of workers is 16, and the maximum sequence length is 512. During training, loss and accuracy of 

training data and validation data will be monitored and validated for each epoch. The epoch is the number of times the network sees the 

entire dataset, and the epoch used is 5. The training process will be run using Google Colab. The learning rate determines how much the 

neural network will change, and trains the data using a learning rate of 3e-6. In the previous step, the optimal parameter search results 

were obtained. These search results help adjust parameter settings. 

2.6. Evaluation 
The evaluation step is intended to see the results of predictions against the original dataset. A confusion matrix is used to conduct the 

evaluation, as shown in Table 1. 
Table 1. Confusion Matrix (CM) 

True Class 
Predicted Class 

Positive Neutral Negative 

Positive True Positive 

(TF) 

False Neutral  

(FNt) 

False Negative  

(FN) 

Neutral False Positive  
(FP)  

True Neutral  
(TNt) 

False Negative  
(FN) 

Negative False Positive  

(FP) 

False Neutral  

(FNt) 

True Negative  

(TN) 

 

The categories in the confusion matrix consist of six categories, namely True Negative (TN), False Negative (FN), True Neutral (TNt), 

False Neutral (FNt), True Positive (TP) and False Positive (FP). True Negative (TN) are sentences that have negative sentiments, and the 

predicted results also show negative results. False Negative (FN) is a sentence with negative sentiment, but the prediction results show 

neutral or positive sentiment. True Neutral (TNt) is a sentence with a neutral sentiment, and the predicted results also show a neutral 

sentiment. False Neutral (FNt) is a sentence with neutral sentiment, but the prediction results show positive or negative sentiment. True 

Positive (TP) is a sentence with positive sentiment, and the predicted results also show positive sentiment. False Positive (FP) is a sen-

tence that has a positive sentiment, but the predicted results show a neutral or negative sentiment. 

After getting the confusion matrix values, precision, recall, accuracy, and F1-Score values can also be obtained as follows: 

Precision is used to measure the frequency of correct answers or predictions from a fact and shows the quality of successful predictions 

from the applied system. Precision can be formulated as follows 

 

       (1) 

 

Recall is used to measure the frequency of how many times a specified category is detected and shows the quality to indicate each pre-

diction. Recall can be formulated as follows: 

 

        (2) 

 

Accuracy is the division of all correct predictions. Accuracy can be formulated as follows: 

 

       (3) 

 

F1-Score calculates the harmony between precision and recall. F1-Score can be formulated as follows: 

 

      (4) 

3. Results and Discussion 

3.1. Data Scraping Implementation 
Scraping is done to get reviews in the Ratings and Reviews column of the Vidio application on the Google Play Store. These reviews will 

become the dataset used to analyse sentiment towards the Vidio application. Reviews are taken using the Google Play Scraper library, 

and the scraping process is done through Google Collab. This research only takes the contents of the review text and score columns. The 

username and at columns are removed because they are not needed in the sentiment analysis process. The star-based selection feature is 

used to obtain a balanced dataset. 

3.2. Dataset Labelling 
The dataset in this study must be labeled first. Labeling is done by giving a negative label to data with stars 1 and 2, a neutral label to 

data with 3 stars, and a positive label to data with 4 and 5 stars. Labeling is done using the vlookup function in Microsoft Excel 
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3.3. Embedding Model  
The pre-processing stage in this study consists of several processes, namely case folding, data cleaning, tokenising, and normalisation. 

The pre-processing results can be seen in Table 2. 

 
 

 

 

Table 2. Pre-processing results 

Index Review_text Category 

2829 payment method using credit for a subscription neutral 

1021 pay platinum package via XL credit, try again, failed, complicated negative 

1365 payment process negative 

316 Good negative 

1581 wrong live negative 

443 watching movies negative 

552 annoying ads negative 

706 bug negative 

3438 trial neutral 

4713 nice watch video, watch ball, give star, give free watch ball positive 

3.4. Dataset Splitting 
This study's proportion of split datasets is 70 % train set, 20 % validation set, and 10 % test set. The dataset splitting process can be seen 

in Figure 3. 

 
Fig 2. Dataset Splitting Process 

3.5. BERT Implementation 
Load Models. Training is not done from scratch, but by using a model that has been previously trained and only learns a little more to 

reach the optimal point on the new task. This training technique is known as fine-tuning. In this way, there is no need to do training from 

scratch, but we can download pre-trained models. This research will use the pre-trained model indobenchmark/indobert-base-p1 from 

IndoNLU. 

IndoNLU’s pre-trained models are accessed through the Hugging Face platform. Fine-tuned this sentiment analysis by using the Bert-

ForSequenceClassification model class from HuggingFace’s transformers library. 

Initialize DocumentSentimentDataset and DocumentSentimentDataLoader Classes. In the DocumentSentimentDataLoader class 

instance parameter, there are several other parameters besides max seq len. The dataset parameter is required for the DataLoader class 

and will be used as the data source. Batch size indicates the amount of data to be retrieved in each batch, num workers suggests the num-

ber of processes that will be used to retrieve data in parallel, and shuffle indicates how to retrieve data sequentially or randomly. 

Training. This study uses fine-tuning techniques. The fine-tuning process is carried out in several stages, namely defining the Adam 

optimiser with a small learning rate, usually below 1e-3. Call model.train() to enable the dropout regularisation layer on the model. Call 

torch.set grad enabled(True) to enable autograd compute. Iterate over the train loader data loader object to fetch batch data and pass it to 

the forward sequence classification function on the model. Calculate the gradient automatically by calling the loss.backward() function. 

This function is derived from the autograd package. Perform gradient calculations by calling the optimiser.step(). 

 

 
Fig 3. Training Process 
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From the results of observations of these experiments, it was found that the accuracy during training was better than the results during 

validation. The curve shows an increase in accurate results obtained during training. However, for validation, the results are lower. 

 

 
Fig 4. Training Result Curve 

3.6. Evaluation 
The final step is evaluation. This stage will discuss the results of the training that has been carried out. Results are shown with a confu-

sion matrix to measure how much the model succeeds in predicting sentiment. 

 

 
Fig 5. Confusion matrix 

 

From the confusion matrix above, the model is quite good at predicting positive, neutral, and negative sentiments. After getting the re-

sults in a confusion matrix, accuracy, precision, recall, and F1-Score calculations can be performed using the classification report() func-

tion from sklearn. 

 

 
Fig 6. Classification Report 

 

From the results of the Classification Report, the accuracy of the BERT method in predicting data testing is 76 %. The precision level for 

the positive class is 70 %, the precision level for the neutral class is 76%, and the negative class's precision level is 83 %. The recall val-

ue obtained from the positive class is 86 %, the recall value obtained from the neutral class is 67%, while the recall value obtained from 

the negative class is 74 %. The F1-Score value obtained from the positive class is 77%, the F1-Score value obtained from the neutral 

class is 72%, while the F1-Score value obtained from the negative class is 78 %. 
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4. Conclusion  

Google Play Store sentiment analysis research on the Vidio application has been successfully conducted. The analysis process was car-

ried out using the Bidirectional Encoder Representations from Transformers (BERT) method to classify comments into positive, neutral, 

and negative sentiments using the Python programming language. Based on the results of the tests carried out from the total comment 

data of 6000 data with training data of 4019 data, validation data of 1154 data, and test data of 569 data, an accuracy of 76 % was ob-

tained. 
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