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Abstract

User Stories are commonly used artifacts to capture user requirements in Agile Software Development (ASD). They are short, semi-
structured statements that describe requirements. Natural Language Processing (NLP) techniques can be advantageous for research on
user stories. This paper investigates User Stories and NLP about their applications, critically examines existing research approaches
related to NLP in user stories, presents the challenges and suggested future work. Relevant papers were obtained from well-recognized
digital libraries and scientific databases, including ScienceDirect, Scopus, SpringerLink, and IEEE Xplore. Inclusion and exclusion
criteria were applied to filter search results and obtain comprehensive findings. The search results identified 1175 papers published
between 2014 until 2024. After applying the inclusion/exclusion criteria, 35 primary studies discussing NLP techniques in user stories
were selected. The purposes of these studies vary, encompassing defect discovery, software artifact generation, key abstraction
identification in user stories, and linking models and user stories. NLP can assist system analysts in managing user stories. Implementing
NLP in user stories offers numerous opportunities and challenges. Exploring NLP techniques and employing rigorous evaluation
methods are necessary for high-quality research. As with general NLP research, understanding the context of sentences remains a
challenge.
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1. Introduction

1.1. Agile Software Development

Since the release of the Agile Manifesto [1][2], there has been a notable increase in the adoption of Agile Software Development (ASD)
practices. This growing trend is driven by the dynamic nature of today’s business environment, which demands adaptable and responsive
systems to maintain organizational and operational effectiveness [3][4]. ASD caters to these demands by offering numerous advantages,
such as delivering high-quality products [1][2], optimizing resource utilization [3], accelerating software development, and allowing for
flexible and evolving requirements [4][5]. Beyond its focus on software design and coding, ASD also emphasizes Requirements
Engineering (RE) activities throughout the development lifecycle [3], [6]. Design and coding are essential for fulfilling software
requirements effectively [7], while RE plays a crucial role in enhancing the quality of digital services [8][9]. RE activities include
requirements elicitation, documentation, analysis, negotiation, validation, and management [2][10]. ASD enables a flexible, iterative
approach to handling and updating requirements, even during the later phases of development [2][8]. However, these processes
necessitate strong collaboration both within the development team and between developers and users to ensure high software quality, on-
time delivery, customer satisfaction, and alignment with product expectations [11][12].

1.2. User Stories

User stories are increasingly gaining a place in the software development process, especially in Agile Software Development (ASD).
User Stories are the most widely used artifact in ASD [1][2] that express requirements form the user points of view. A user story is a
semi structured specification of requirement written in natural language. A user story template may take the following form [3]: as
[WHO], I want/want to/need/can/would like [WHAT], so that [WHY]. It contains important elements of requirements. WHO wants it,
WHAT is expected from the system and optionally and WHY it is important [3],[4]. A user story also must be a short, semi-structured
sentence that illustrates requirements from the user’s perspective and can be used to explain user desire or product description [12]. The
aspect of “who” refers to the system user or actor, “what” refers to the actor's desire, and “why” refers to the reason (optional in the user
story). These aspects are arranged into one sentence with a certain structure. Several formats or templates are usually used as per Figure 1.
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“As a <persona / actor >, I want to < aspect of what / task > so that < aspect of why/ goal >”
OR
“As a < persona/ actor >, I need < aspect of what / task > so that < aspect of why/ goal >”
OR
“As a < persona/ actor >, I can < aspect of what / task > so that < aspect of why/ goal >”

Fig 1. Format of written User Stories

The user story components consist of the following elements [13]:

1. Role: abstract behavior of actors in the system context; the aspect of who representation
2. Goal: a condition or a circumstance desired by stakeholders or actors

3. Task: specific things that must be done and achieve goals

4. Capability: the ability of actors to achieve goals based on certain conditions and events

The rise of ASD has attracted researchers and practitioners into this research field [1][5][6]. User Stories, as the most widely used
artifacts in ASD, are challenging to explore. The fact that they are written in natural languages makes them easy to understand to
stakeholders. However, requirements written in natural language have drawbacks such as ambiguity, inconsistency, and incompleteness.
[7][12]. This paper structure consists of following sections; Section 2 discusses the previous related review, Section 3 presents the
research methodology used to conduct this Systematic Literature Review (SLR), Section 4 presents a discussion of the threat validity of
this review, Section 5 outlines the detailed descriptions of the results and findings of the review by providing answers for each specific
research question and Section 6 elaborates upon discussion regarding the research findings and identifies the study limitations.

2. Literature Review
Studies conducted have focused on the user story’s specification to the best of our knowledge. Several secondary studies related to this
area focus on several issues, aspects and areas (e.g., Agile Requirements Engineering [1][5], Quality Requirement management in Agile
Software Development [14], the evolution of use cases [14], and Requirements Engineering in Model-Driven development [15]). Table 1
summarizes these works.

Table 1. Summarization of existing research

No. Year Researcher Main Focus
1. 2017 Scon et al [1] Focused on the stakeholders and user involvements
2015 Inayat et al [5] Focused on adapting agile requirements engineering practices.

3. 2019  Behutiye et al Focused on the review, quality requirement management and agile software development were
[16] not specifically discussed

4. 2018 Heck etal [17] Focused on the quality criteria for evaluating the correctness of agile requirements

5. 2015 Tiwari and Focused on the review’s studies related to the evolution of use cases. Use cases are artifacts with
Gupta almost the same functions as user stories. They stated that use cases increasingly utilize formal
[14] structures to facilitate software development life cycle (SDLC) activities. The researcher also

performed comparisons of the development of use case and user stories to obtain more
appropriate comparison

6. 2017  Loniewski et al Focused on review studies related to usage user requirements engineering techniques for model
[18] driven development. The NL requirements are usually used for the automation of the SDLC
process
7. 2015 Bakar et al [20]  Focused on the extracting NL requirements for reuse in software product line engineering
8. 2017  Naziretal [21]  Focused on the NL application in software requirements

3. Methods

3.1. Review Methods

We adopted procedures from [22] and [23] in preparing the SLR comprising three stages which are review planning, conducting, and
reporting. The 2009 PRISMA checklist was adopted as a guide in writing this SLR Report [24]. Figure 2 shows the review protocol
which we adopted consists of three (3) phases: Plan Review, Conduct Review and Document Review. Each of the phases consists of
different activities which the step is mentioned according to. Starting with specific research questions, search processes involving
inclusion and exclusion criteria, identify relevant research for selection of primary studies. Next, the data was extracted and synthesized
by applying the quality assessment criteria. Once all data has been collected and synthesized, then we start with the writing report and
validate the results.
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Step 2:

Search process by terms and resources by applying inclusion and
exclusion criteria

Step 1:

Specify Research Questions

Phase 2: Conduct Review
tep 6:

Step 3: Step 4: Step 5:

Identify relevant research Select primary studies Extract Required Data SymitiEslis sk iy ATE i aueis;

assessment criteria

Phase 3: Document Review

Step 7: Step 8: Step 9:
Data Collection Data Synthesis Validate Result
__________________________________________________________________________________________________________________|

Fig 2. Review protocol

3.2. Research Objectives (RO) and Research Question (RQ)

The rise of Agile Software Development (ASD) research has led to an increase of research related to the user stories, which are the most
widely used artifacts in ASD. The user story format that uses natural languages makes the NLP application and effective approach in user
story research. As a new research area, it is interesting to know the direction of user story research that applies to NLP techniques. This
study mainly aims to survey the state-of-the art use in NLP specifically focuses on user stories in ASD. We formulated the following
research questions to fulfil these objectives:

RQ1: What are the uses of NLP for user stories in ASD?

RQ2: What are the existing NLP techniques used on user stories in ASD?

RQ3: What are the appropriate validation methods of NLP for user stories in ASD?

RQ4: What are the existing NLP tools applicable on user stories in ASD?

RQS5: What is the limitation of using NLP on user stories in ASD?

kL~

3.3. Search Process Strategy

We obtained relevant studies by identifying the keywords, creating a search string, and defining a database and search parameters. The
set of the keyword was determined based on the objectives and research questions, specifically the uses, techniques, validation methods,
tools, and limitation of using NLPs for user stories in ASD research. We identified three main categories to determine keywords based on
the objectives and research questions: ‘natural language processing’, ‘user story’ and ‘agile sofiware development’. We pinpointed
alternative spelling and synonyms to acquire comprehensive results; Table 2 is listing the final set of keywords.

Table 2. Keyword used for search

Category Keywords
Natural Language Processing Natural Language Processing, NLP, Natural Language
User Story User Story, User Stories
Agile Software Development Agile Software Development, ASD, Agile Development, Agile-based Software Development

3.4. Search strings

Ensuring the formulations of accurate search strings is an essential process when performing an online search in an electronic database
[26] to ensure the quality of the elicited studies. In this review, the search strings were formulated based on a stepwise procedure as low:
Identify the main term based on the specified research questions.

Finding the alternative synonyms and spelling of the identified main term.

Validating the search terms in any relevant research study

Integrating these strings with Boolean operators (AND/OR)

W=

We make minor adjustments to the search string based on the electronic database characteristic. These adjustments were made without
changing the determined set of keywords such as making this such a lower string case, applying that such item only in the research article
if possible. The keywords used in search terms are applied with a combination of Boolean operators (AND/OR) to make the search
process more pertinent and extend the searching process.

3.5. Resources

In this research, the relevant studies extracted from well-recognized digital libraries and scientific databases as presented in Table 4.
These digital libraries were selected because they are considered relevant libraries for SLRs in SE [26]. In addition, they can provide at
least one online search engine with options for conducting advanced search by keywords and results filtering via publication year and
type or by domain area. The search process is compiled from various types of publication such as published conference proceedings,
journal paper, chapters in books and workshops. This paper limits the publication spirit from the year 2014 to 2024. We limited the
publication to ten years in hopes of obtaining the latest state-of-the-art researchers. Table 3 presented the details of the adaptations of
these search string applications in the electronic database.
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Table 3. Search Sources

Category Items

Electronic Resource Name Resource Link

Databases IEEE Xplore (http://www.ieee.org/web/publications/xplore/)
Science Direct (https://www.sciencedirect.com/)
Scopus (https://www.scopus.com/)
Springer Link (http://www.springerlink.com)

Document Type Research Articles

Source Type Journal

Language English

Access Open Access

Publication period 2014 to 2024

Search applied on Abstract, Document Tittle, Keywords

Query Search “User story” OR ‘“‘user stories” AND “Agile Sofiware Development”, OR “ASD” OR “Agile

Development “OR “Agile-based Software Development” AND “natural language processing” OR
“NLP” OR “natural language” AND PUBYEAR > 2014 AND PUBYEAR < 2024 AND ( LIMIT-TO
(OA, "all") ) AND ( LIMIT-TO ( PUBSTAGE , "final" ) ) AND ( LIMIT-TO ( SRCTYPE , "j" ) OR
LIMIT-TO ( SRCTYPE , "p" ) ) AND ( LIMIT-TO ( LANGUAGE , "English" ) ) AND ( LIMIT-TO
(DOCTYPE, "or") ) AND ( LIMIT-TO ( SUBJAREA , "COMP" ) )

3.6. Study selection criteria

The study selection strategy is performed to determine whether the compiled studies in the initial stage of the search process must be
included [25]. In this research, the study selection strategy is implemented by considering two sub-criteria: inclusion and exclusion
criteria, and quality assessment criteria.

3.6.1. Inclusion And Exclusion Criteria
We used the inclusion and exclusion criteria to select relevant studies as tabulated in Table 4 below:

Table 4. Inclusion and Exclusion Criteria

No. Study Selection Descriptions
Criteria
1. Inclusion (I1) Research works that are written in English-based.
Criteria (I2) Research works that focus on User Stories in ASD and/ or NLP research domain from 2014 to 2024.

(I3) All research works focusing on the User Stories in ASD (or, and) NLP technique based on the
keywords and title of the papers.

(I4) Peer-reviewed publication

(I5) Relevant papers that include potential and answer to RQ by carefully examining the abstract of
collected papers.

(16) All research work should be in open access mode.

2. Exclusion (E1) All research studies that are not written in English.

Criteria (E2) Duplicates papers, excluding multiple copies of the same study and including only the most
complete and recent.
(E3) All papers that do not relate to the specified research questions.
(E4) Paper that involves short papers, doctoral symposium papers, summary of conference keynotes,
proposal, lecture notes, editorials, comments, tutorials, and review papers.
(ES) Paper that is published in a predatory journal or conference.
(E6) All papers considered to be grey papers which do not have bibliographic details such as publication
type/date

We used the abstract title, keywords to evaluate papers based on the inclusion and exclusion criteria for initial screening. When necessary,
we also opened the full text of the paper to evaluate the inclusion and exclusion criteria. We then downloaded the full text of relevant
studies to assess the inclusion and exclusion criteria. We filtered out the studies that are not in compliance with the criteria. Studies that
fit with our criteria were marked as primary studies. We eliminated redundant studies. With this approach, we can be more effective in
choosing papers for primary studies.

3.6.2. Backward and Forward Snowballing

We used the snowballing technique to acquire more comprehensive results and reduce the risk of missing relevant studies [27]. We
applied backward and forward snowballing for each identified primary study. Backward snowballing was done by examining the
reference list from the primary studies to pinpoint additional papers. Forward snowballing was accomplished by examining other papers
citing primary studies. Each primary study identified is a subject of further backward and forward snowballing process.

3.7. Conducting The Review

This section presents the results of the study search and selection process. We also present the quality assessment result herein.
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3.7.1. Study Search and Selection

We searched the four (4) following online libraries based on the predefined search strings: IEEE Xplore, Science Direct, Scopus and
Springer Link. We ran the switch on the electronic database sequentially to make this search effective. First, research Scopus recorded
the results in a spreadsheet and amended. Chronologically, this search was followed by that on IEEE Xplore, Science Direct, Scopus and
Springer Link. Some databases provided CSV download features that simplify this task. We ran the screening process by checking the
title, abstract and keywords and applying the rules of the inclusion and exclusion criteria. Relevant papers were marked on a spreadsheet,
downloaded, and included in Mendeley software. We also ensure that no redundant studies use this approach. Searches on Scopus were
performed from the beginning and the last because both search engines are abstract indexing collecting data from many sources. The
other databases included in the digital library category such as IEEE Xplore, Science Direct, Scopus and SpringerLink were searched
between Scopus, hence the paper that appears can be easily identified in case of redundancy and reduce efforts to manage redundant
papers. Papers related to research questions also have a high likelihood of being discovered in this systematic literature review. A total
of 52 relevant studies were found using this method. The full text of studies was assessed for eligibility. This assessment was done by
reviewing the inclusions and exclusions criteria once again and confirming whether the article was eligible for the SLR topic. The
backward and forward snowballing technique would apply after discovering the primary studies. For the backwards normally we use a
reference list to obtain the relevant studies. Simultaneously for the forward snowballing we checked to see the citations of these selected
sites in Google Scholar. During the initial screening, we read the title of the reference or citations to decide whether the studies were
relevant. We downloaded the full text of the relevant study candidates to assess them using the inclusions and exclusion criteria. 10
candidates were identified for the relevant studies. Three studies were added to the primary studies after applying the inclusions and
exclusion criteria. Figure 2 presents the study search and selection process.

Search Source

Inclusion and Exclusion Criteria

l

Records after duplicates removed - 157 relevant papers

l

Full-text articles assessed for eligibility - 52 relevant papers

Backward and forwarding snowballing —
36 relevant papers

| Primary Studies — 52 primary studies |

]

| Quality Assessment— 52 primary studies |

Fig 3. Study search and selection process

3.8. Quality Assessment Criteria (QAC)

We used Quality Assessment Criteria (QAC); to evaluate the methodological quality of the primary studies, we adopted the quality
assessment applied by [1]. The QAC, considered one of the most essential stages in the study selection strategy [25], is executed to
assess the quality of selected studies. The assessment of the selected studies is performed based on QAC quality questions [25], which
were formulated based on the specified research questions that are related to our research domain. Table 6 shows the checklist to evaluate
the quality of the studies included. Each QAC question has only three answers: yes, partially, and no. If a study received ‘yes’ as an
answer, then a quality point of 1 is assigned to it, a quality point of 0.5 is assigned to a study that received ‘partially’ as an answer, and a
quality point of 0 is awarded to a study that received ‘no’ as the answer. The QAC was applied with the participation of all authors of this
work by precisely studying the title, abstracts, and contents of each study. First, each author assigned a quality point to each defined
question. The results of the quality scores for each selected study that had been reviewed by the authors were collected. The comparisons
and discussion among the authors were then conducted to address the contradictions with the purpose of obtaining a consensus in
specifying the final quality score for each question and obtaining the overall quality scores of the study by summing all the quality points
of the defined questions. However, to ensure the reliability of the review's findings, only the relevant studies that received a score greater
than 3.5 are included, which is half of the full score (7). As a result, 52 out of 244 research studies are selected as primary studies to the
research domain. The result of the quality score for each selected study is presented in Table 5. For details on the retrieval and selection
process for selecting the primary studies, refer to the section on ‘Document Retrieval’.

Table 5. Quality Criteria for the study selection

ID Question(Q) Answer Score Descriptions
Points
QA1  Was there a clear statement -1 [No]- The objective was not described
of the objectives of the 0 [Partially] - The objective was partially but not clearly described
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1D Question(Q) Answer Score Descriptions
Points
research? 1 [Yes] - The objective was well described and clear.
QA2  Does the research introduce -1 [No]-The details were missing
detailed descriptions of the 0 [Partially] - If you wish to use the approach or solution, you may read the
proposed  solution  or references.
approach?
1 [Yes] - The approach can be used with the presented details.
QA3 Is the proposed solution or -1 [No] - It was not validated.
approach validated? 0 [Partially] - Validated in the laboratory, or only portions of the proposal
were validated.
1 [Yes] - By case study
QA4  Does the research present -1 [No]- It is does
an opinion or viewpoint? 0 [Partially]- Because the corresponding work was explained and the paper
was set into specific paper.
1 [Yes] - The paper is based on research.
QA5  Has the study been cited in -1 [No]- No one cited the study

other scientific

[Partially]- Between one and five scientific papers cited the study

publications?

1 [Yes]- More than five scientific papers cited to the study

All primary studies, which are 52 papers were assessed on the quality assessments shown in Table 6. The first item QA1 assesses the
purpose of each study. This question was answered positively in 92% of the studies. The second item QA2 is assessed if the study presents
a detailed description of the approach. This question was responded to positively in 87% of the studies. The third item QA3 asks about the
validation method of the result. Only 26% of the studies employed appropriate validation methods. The fourth item QA4 assessed if studies
are based on the researcher rather than opinion and viewpoint. Only 28% of the studies responded positively. The final item QAS5 searches
for the number of citations obtained by studies, Consequently, 46% of studies were cited more than five times by other studies. Figure 3

shows the quality assessment scores for primary studies.

Percentage of Quality Assesement Score (%)

2%

= QA1 =QA2 =QA3 = QA4

Fig 4. Percentage Score for the Quality Assessment

3.9. Data Extraction and Synthesis

The data abstraction was performed to obtain information relevant to the research question. The data was extracted following predefined
extractions from Table 6. When using these tables, it enables us to record the full details of primary studies to address our research

questions.
Table 6. List of attributes for analyzing primary studies
No Study Data Descriptions Relevant to RQ
1. Identifies Unique ID for the study Study Overview
2. Tittle Title of the paper Study Overview
3. Year Year published Study Overview
4. Type of article Journal, conferences, article, book chapter Study Overview
5. Application context Industrial, academic Study Overview
6. Research Goal What is the contribution of the study? RQ1
7. Research Goal Category  Conceptual Model extraction, software artifacts from user stories, RQl
user stories similarity, priority and size estimation, user story
quality, user stories extraction
8. Research Methods What research methods did the study employ? RQ2
9. Data What data did the study use? RQ2
10.  Validation What is the validation technique doing the study apply? RQ3
NLP Technique What NLP technique did they use for user story? RQ2
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No Study Data Descriptions Relevant to RQ
12.  NLP Tools What NLP tool that they use for user story? RQ4
13.  Challenge and What challenges and limitations did the study acknowledge? RQ5
Limitation
18.  Future Work What future work did the author suggest? RQ1

3.10. Threats to Validity

This systematic review on the Quality User Story (QUS) domain faces three primary threats: completeness, publication bias, and data
synthesis. To mitigate the completeness threat, a rigorous review protocol and search strategy were employed, resulting in the selection
of

52 studies were published between 2014 and 2024. However, despite these efforts, some relevant studies may have been missed,
especially given the growing interest in QUS from 2016 onward, and the exclusion of non-English publications may have led to the
omission of significant research. For data synthesis, the study utilized predefined Quality Assessment Criteria (QAC) to identify studies
capable of adequately addressing the research questions, though there is no absolute certainty that the QAC fully achieved this goal.
Publication bias, another notable threat, arises from the tendency to publish positive outcomes over negative ones. To address this, a
thorough selection process and quality assessment were applied to ensure the validity and relevance of the included studies. Nonetheless,
the exclusion of grey literature such as ongoing research, technical reports, and non-peer-reviewed publications represents a limitation, as
it may have led to the omission of potentially valuable insights.

4. Results and Discussions

4.1. Summary of Studies

We identified 52 primary studies based on the review method. Almost half of the primary study settings were preliminary studies. 16
studies (31%) express ideas and present it at the very least, experimentations or a case study as proof of concept 36 studies (69%) use an
inlet academic setting for research. No studies used industry settings, however several use real data sets from the industry in their
research.

4.2. RQ1 What are the uses of NLP for User Stories?

The results of the primary study illustrated several natural language applications in user stories. We use the category of NLP RE tools
[28] to classify the goal of the primary studies: discovering the defects, generating a model or artifact, tracing the link between model and
natural language requirements and identifying the key extractions. Table 8 presents a summary of the primary studies based on this
category. Figure 4 below illustrates the year-wise distributions of the categorized primary study goals. Two topics are the major
concerns that took most of the researcher’s attention: identifying the key abstractions and generating models/artifacts. Both topics have
continued to be studied on an ongoing basis since 2014. The topic of abstraction identification became the primary choice in the early
phases because researchers are still trying to gain an understanding of the new and different characteristics of user stories. The topic of
generating models’ artifacts is always a challenge in software engineering research because it can accelerate the software development
time. The following subsections present the directions of research and that by primary studies for each category.

Distributions of the Categorized Primary Study Goal (Year)

=4 Discovering defects and deviations == (Generate model/artifact
Identify the key abstractions == Trace link between model / NL requirements
6
-
2 i
: s —_— —
0
2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024

Fig 5. Distributions of the categorized primary study goal by year
4.3. RQ2 What approaches were available in research related to NLP in User Stories?
To answer research question two about the approaches available in research related to the NLP in user stories divided into several pieces

which are NLP techniques, validation methods and tools used. Table 7 below shows the NLP technique in user story studies in detail.

Table 7. NLP Technique in user story studies

NO NLP METHODS PURPOSE
1.  Preprocessing It is for treating data into the desired form; the process usually includes tokenization filtering and stop
word removal.
2.  Part of Speech Identify the lexical categories in a sentence, such as nouns, adjectives, and adverbs. POS accurately
(POS) Tag detects noun and verb phrases, which helps researchers find key parts of a user story: "who" (usually

noun phrases), "what" and "why" (typically verbs followed by noun phrases).

3.  Named entity It’s a technique of word finding and classifying named entities in unstructured text. They were usually
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NO NLP METHODS PURPOSE
recognizer (NER)  used to identify people, organizations or other entities written in the text. Semantic role labeling is the
process of assigning a label to a word or phrase in sentences indicating its semantic role.
4. Bagofwords It is a technique of grouping words and calculating the other term frequency to measure their level of
importance
5.  Machine Learning To automate, enhance, and analyze the management of user stories in software development. This can
improve efficiency, quality, and decision-making during the Agile process.
6.  Clustering Process of automatically grouping similar user stories together based on their content. This helps product
teams organize, prioritize, and manage large backlogs more efficiently
7.  Term frequency —  Identify important keywords in each user story and distinguish unique terms that differentiate one story
inverse document  from others which help in searching/filtering user stories in large backlogs, clustering/grouping similar
frequency user stories, prioritizing or tagging stories by relevant topics and feature extraction for machine learning
models
8.  Lemmatization Is the process of grouping word form to be analyzed in one item dictionary form another similar approach
is stemming we change to each raw form.
9. Semantic role Identifies who did what to whom, when, where, and how in a sentence. It breaks down the predicate-
labeling argument structure of a sentence to assign semantic roles (like Agent, Patient, Instrument, etc.) to words
or phrases.
10. Similarity matrix =~ Measure how semantically similar different user stories are to each other. This helps in identifying

duplicates or near-duplicates, related stories that may belong to the same epic, redundant features and
grouping stories into themes or components

Is the activity of extracting dependencies from and sanctions that represent grammatical structure and
defining the relationships between words.

11. Dependency

12. Open information ~ Automatically extract structured information (typically triples) from unstructured text, without requiring a

extraction predefined schema or ontology.
13.  Syntactic parse Visual or structured representation of the grammatical structure of a sentence based on formal grammar
tree (usually constituency grammar or dependency grammar).

4.4. RQ3 Validation Methods

We examined 4 types of validation conducted by researchers to assess the result, precision and recall, case study/example, average time
and effort comparison and prototype demonstration. Many primary studies employ case studies for evaluation methods. This evaluation
method reports experience based on the best examples which usually provide lessons learned. Besides, several studies used prototype
demonstration as proof of their concept. Several other studies conducted evaluations by comparing the tools’ performance with control
elements such as the average time and effort required by tools compared to the group of experts. The evaluations of studies in the NLP
field usually employed precision, recall and F-measure as the quality indicators. Precision is how many of the items selected are relevant,
as shown in (1). A recall is how many relevant items are selected as shown in (2). F-measure is the unit precision and recall as shown in
(3). Unexpectedly, the evaluations using precision and recall are not main evaluations conducted by the primary studies. Figure 4 below
shows the user stories validation methods calculation.

Precision = True Positive 1) Notes: _
Tre [,m::c n Fu.l:: Fositive M True Positive = The correctly labelcd instances
False Negative = Incorrectly labeled instances
Recall = True Positive (2)  False Negative = The missed-out instances by the system

True Positive + False Positive
F-measure = 2 x Precision * Recall (3)

Precision + Recall

Fig 6. User stories validation methods calculation

There are 4 methods of validation user stories which are case study, precision and recall, average time and effort comparison and
prototype demonstration. The evaluation was done by comparing the results with the predictions made by human annotators and usually
using a group of software developers or university students. What was evaluated depended on the study purpose. Most of the datasets
used by researchers were independently collected and privately stored for internal needs.

4.5. RQ4 NLP Tools

Most studies used SpaCy or Standford CoreNLP to conduct the NLP. Some started using word2vec, WordNet, LinePipe Toolkit,
PropBank, TreeTagger and Standford POS Tagger while some did not report what tools they utilized. More than one tool was used in
some studies such as SpaCy and NLTK. Table 8 shows that list of the NLP toolkits used in the studies. The feature in the widely used
tool is the POS tag which is available in almost all tools. This feature is very useful in user story study because it can be used to chunk
phrases into verbs and nouns to quickly determine the aspects of who, what and why in the user’s story. Also, most tools support
preprocessing natural language as basic functionality, making it easier for researchers to carry out their research. Another useful feature
is to calculate similarity. Word2vec is the most widely used similarity calculation implementation, besides SpaCy and WordNet also
provide similar functionality with different implementation techniques.

Table 8. NLP tool in the user studies.

No Tools Features

1. SpaCy Tokenization, Part of Speech (POS) Tagging, Dependency Parsing, Lemmatization, Similarity
2. Standford CoreNLP  Tokenization, Part of Speech (POS) Tagging

3. Natural Language Part of Speech (POS) Tagging

ToolKit (NLTK)
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No Tools Features
4. word2vec Semantic Arithmetic
5. WordNet Semantic Similarity
6. LingPipe Toolkit end-of-sentences detection
7. PropBlank Semantic Propositions
8. TreeTagger Part of Speech (POS) Tagging
9. Standofrd POS  Part of Speech (POS) Tagging
Tagger

4.6. RQS: What are the challenges or limitations of using NLP in user story research?

The primary studies reported several challenges. Some were related to the improvement of recall and precision, dataset, understanding
the correct interpretation of a sentence, and human intervention. Table 9 is the summarization of challenges reported in the primary
studies.

Table 9. Challenges

Challenges Descriptions Findings
Improving the recall Low precision Obtained low precision values and Obtained consistent recall
and precision results above 90% but the average precision value was still
approximately 72-77%
Dataset Heterogeneity and low amount of data and Detecting the ambiguity of user stories can be time
manual data tagging consuming even though it has been done using tools
Context / domain Cannot be generally used in all contexts of the Ambiguity in Natural Language such Words or phrases have
dependent problem different meanings across domains.
Not yet able to handle complex systems Ontology and Terminology Variation such each domain has

its own vocabulary and relationships.

Understanding the Compounds are difficult to identify correctly; Understanding the proper sentence interpretation remains a

correct conjunctions are also a challenge and same verb challenge

interpretation of a but can be classified in different categories

sentences

Human Intervention ~Complement rather than replace human decision Results obtained cannot yet match with human results. The
making NLP implementation on the software requirements usually

cannot fully implement automation but this can be
accomplished in software development.

5. Conclussion

We observed that Europe is still the center of research in this area. Many primary studies from Europe have become references to other
primary studies. The geographic location distribution is a good signal for the research area development. Studies on the NLP and user
stories are already the content of researchers from different countries. More than half of his studies were preliminary studies indicating
that the research area is not mature and still at its early stage. This is normal because ASD is a research field and it's also newly
developed. The number of publications in this area increases every year. The conference and book chapters still dominate the publication
area. This is natural for a new and emerging field of science because the conference and the book chapter offer a relatively fast process in
a publication compared to journals. The year 2016 has also begun publication in journals that marked the improvement in research
quality.

The primary focus of NLP in user story research has been on identifying abstractions and generating models, as researchers are still
exploring the structure and characteristics of user stories, which are semi-structured and relatively easy to analyze. Efforts have been
made to define ontologies and semantic relationships among user stories for goal-based grouping, but little work has addressed how to
extract user stories from unstructured free text. This task remains challenging due to the complexity of natural language and the need to
analyze language structure deeply to identify key aspects like who, what, and why. When free text is sourced from software-related
documents—such as app reviews, user comments, or description extraction techniques can be adopted, while data from non-software
sources like news or social media requires additional filtering to determine relevance. Named Entity Recognition (NER) helps extract the
"who," and identifying causal relationships can clarify the "why." Researchers commonly extract nouns and verbs from user stories to
generate software artifacts such as class diagrams, sequence diagrams, use case diagrams, and BPMN, often using model patterns and
predefined rules. Recently, research has shifted toward detecting defects and tracing links between model artifacts, supported by
techniques like machine learning and semantic similarity. Although user stories serve multiple functions, documentation, artifact
generation, and validation—challenges remain in ensuring their quality, as natural language-based requirements often suffer from issues
of consistency, completeness, and correctness, which some studies have begun to address.

Most current research on using Natural Language Processing (NLP) in user stories focuses on basic techniques like preprocessing and
part-of-speech (POS) tagging to extract verbs and nouns, which support identifying the "who, what, and why" in requirements. However,
the semantic dimension of NLP remains underexplored, presenting an opportunity to enhance its role in user story research. Approaches
like deep learning and semantic analysis (e.g., using bags-of-concepts or narratives) are promising but limited by the lack of large, open-
access datasets, as user stories are often proprietary and not shared due to privacy concerns. This restricts progress and calls for the
development of high-quality open datasets. User stories vary in scope and structure, especially epics with sub-stories, making clear
definition and traceability crucial when generating software artifacts. Despite the growing use of advanced techniques like machine
learning, clustering, semantic role labeling, and similarity calculations, most studies remain preliminary, lack detailed methodological
descriptions, and often rely on case studies instead of rigorous evaluations using metrics like precision and recall.
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