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Abstract 

 

Climate change is a significant challenge for both humans and the environment, with its impacts increasingly felt across various regions 

of the world. The most evident consequence is the alteration of extreme weather patterns, which often lead to destructive and life-

threatening natural disasters. Among these, extreme rainfall was the most damaging factor, frequently triggering floods. However, the 

increasing occurrence of related events outlined the urgent need for developing more accurate rainfall forecasting systems as a strategic 

measure for disaster risk reduction. This research adopted daily rainfall data from Samarinda City, collected between 2004 and 2012, to 

conduct prediction using both machine and deep learning methods. The implementation of machine learning methods, such as Support 

Vector Regression (SVR), enabled the model to learn from historical data and uncover complex patterns, resulting in accurate forecasts 

and improved adaptability to climate variability. Meanwhile, deep learning models, including Recurrent Neural Networks (RNN) and 

Long Short-Term Memory (LSTM), enhanced prediction performance by capturing more intricate and abstract data relationships. Per-

formance evaluations conducted using Mean Absolute Error (MAE) and Mean Squared Error (MSE) showed that deep learning outper-

formed machine learning in accuracy. The LSTM model achieved the best performance, with loss values of 0.0482 and 0.0527 for MSE 

and MAE, respectively. The advantage of deep learning lies in its ability to build more complex models for handling non-linear problems 

and to learn data representations at various levels of abstraction, which has led to more accurate results. Furthermore, LSTM surpassed 

RNN by effectively overcoming the vanishing gradient issue, allowing for more stable and efficient training that led to superior predic-

tive performance. 
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1. Introduction 

Climate change is a major challenge for both humans and the environment, with its impacts increasingly felt across various parts of the 

world [1]. The most evident effect is the shift in extreme weather patterns, which can lead to destructive and deadly natural disasters [2]. 

Extreme rainfall is also damaging as it often triggers flood events [3][4]. In addition, flood has serious consequences such as damaging 

property and infrastructure, including exposing the affected communities to health and economic risks [5]. Regions frequently affected 

by climate change, such as Indonesia, have repeatedly experienced flood disasters [6], resulting in the need for risk reduction and adapta-

tion planning to address this threat [7]. 

Based on the description above, forecasting plays a significant role in natural disaster risk reduction [8]. Traditional methods associated 

with weather forecasting, namely statistical methods, provide valuable contributions, although these inadequately address the complexity 

and uncertainty related to climate change [9]. Accurate rainfall forecasting enables authorities to design flood reduction measures more 

effectively, including early warning systems and emergency response plans [10]. The integration and use of real-time weather data and 

advanced forecasting models helped improve forecasting accuracy, enabling rapid response to flood threats. This also prompted clear 

communication of related risks to the public, which was essential in terms of ensuring safety and adequate preparedness [11]. 

In this context, artificial intelligence (AI) has advanced significantly, particularly in machine learning and deep learning methods, which 

have shown promising breakthroughs in rainfall forecasting. Machine learning is a branch of AI that uses algorithms and statistical mod-

els to identify patterns and make predictions from data [12]. The use of related methods such as Support Vector Regression (SVR) for 

rainfall forecasting enables models to learn from historical data, detecting complex patterns and providing more accurate predictions, 

including better adaptation to climate change [13]. Meanwhile, deep learning is a subfield of machine learning that uses complex artifi-

cial neural network architectures to learn hierarchical data representations [14]. The adoption of its models, namely Recurrent Neural 

Networks (RNN) and Long Short-Term Memory (LSTM), enhanced rainfall prediction performance. This was realised by allowing the 

models to understand more complex and abstract data relationships [15]. The application of deep learning in rainfall forecasting focuses 
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on its ability to automatically extract important features from weather data, enabling the model to learn complex and abstract patterns 

without manual specification [16]. The integration process allows for more accurate and adaptive modelling in response to complex cli-

mate pattern changes [17]. Therefore, both deep and machine learning need to be tested to obtain accurate evaluation results for each 

method. 

Testing plays a crucial role in outlining the advantages of Mean Squared Error (MSE) and Mean Absolute Error (MAE) in rainfall pre-

diction. Furthermore, MSE captures the squared differences between predicted and actual observations, providing a clearer indication of 

the magnitude beneficial for identifying and addressing outliers or large deviations observed in the rainfall dataset [18]. The simpler 

method of MAE offers a more intuitive interpretation of average prediction error [19]. Its strength lies in the ability to provide a direct 

indication of how far the average prediction deviates from the actual value with less sensitivity to outliers [20]. This testing provides 

deeper insights into the performance evaluation of methods used in solving rainfall forecasting problems. 

The daily rainfall data provided by the Meteorology, Climatology and Geophysics Agency (Badan Meteorologi Klimatologi dan Geofisi-

ka/BMKG) for Samarinda City served as a crucial basis for weather forecasting. In addition, the identification of seasonal patterns and 

trends enabled the understanding of the evolving characteristics associated with rainfall over time [21]. This prompted the application of 

machine and deep learning methods to generate accurate data modelling and forecasting of future rainfall [22]. The methods mainly fo-

cused on model validation by comparing predictions with actual data to ensure consistent and reliable performance. BMKG further pro-

vided invaluable support in enhancing weather forecasting capabilities, helping communities and other stakeholders make informed and 

sustainable decisions. This present research contributed significantly to efforts in reducing the risks of natural disasters caused by ex-

treme rainfall, improving community preparedness and resilience to the impacts of global climate change. 

This research outlined a gap in the literature regarding rainfall forecasting in Samarinda City. Currently, no in-depth research has ad-

dressed the use of both deep and machine learning methods in the context of rainfall forecasting. Based on this perspective, the gap was 

filled by investigating the effectiveness of both methods in forecasting rainfall in the Samarinda region. The research also made signifi-

cant contributions to the development of more accurate and reliable forecasting methods to enhance the understanding and reduction of 

extreme weather risks in the city. Rainfall forecasting was conducted using machine learning and deep learning. The performance evalua-

tion was used to determine the appropriate parameter settings for related cases in Samarinda, specifically when machine and deep learn-

ing models were trained. 

2. Literature Review 

AI is an interdisciplinary field that combines computer and cognitive sciences, regarded as a focal point in modern technological innova-

tion [23]. In developing AI applications, various aspects, including algorithms, data processing and ethical implications, must be consid-

ered. The application process has led to significant changes across various industries, ranging from healthcare to finance, thereby driving 

the advancement of sophisticated technologies [24]. A deep understanding of the theoretical foundations of AI is essential to optimise its 

potential in promoting innovation and social progress. 

Machine learning refers to a branch of AI that focuses on developing algorithms, enabling computers to learn from data, as well as make 

decisions or predictions without being explicitly programmed [25]. Prior research has described the integration of machine learning tech-

nology with respect to its ability to identify complex patterns and make predictions based on historical data [26]. This has transformed 

the way information is processed, including decisions and the solving of complex problems. The application of machine learning has 

found widespread use across various industries, namely e-commerce, banking, healthcare and transportation. Therefore, deeply under-

standing the theoretical basis of machine learning plays an essential role in exploiting the potential of this technology in enhancing effi-

ciency, innovation and advancement across diverse science fields. 

Deep learning, another branch of AI, focuses on machine learning through hierarchical data representation [27]. Previous research has 

concentrated on its integration due to the ability to address complex problems such as pattern recognition, natural language processing 

and computer vision. Meanwhile, deep learning extracted relevant features from data at high abstraction levels through the use of deep 

artificial neural network architectures [28]. The application process has led to significant advances in various fields such as industrial 

automation, drug development and medical data analysis [29]. A profound understanding of the theoretical basis of deep learning is es-

sential in terms of exploiting its potential in addressing complex challenges across multiple scientific disciplines. Figure 1 is a diagram-

matic representation of AI, including machine and deep learning concepts. 

 
Fig 1. Concept of Artificial Intelligence, Machine Learning, and Deep Learning 
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Support Vector Regression (SVR) is an interesting and effective method in the context of rainfall forecasting. This method enabled the 

modelling of relationships between complex weather variables by considering the non-linear characteristics of rainfall data [30]. SVR 

further adjusted the optimal hyperplane to minimise prediction errors by identifying support vectors, regarded as significant points in the 

feature space [31]. The kernel functions used allowed effective handling of non-linear rainfall data [32]. The strength of SVR in manag-

ing outliers is another significant advantage, considering that rainfall data often contains extreme anomalies. However, carefully tuning 

the parameters enabled the achievement of optimal forecasting performance. This included considering the computational complexity, 

specifically when handling large datasets. SVR offered a powerful method for rainfall forecasting, particularly in situations where weath-

er patterns are non-linear and the presence of outliers is significant. 

Following the description above, RNN plays a promising role in rainfall forecasting. This method is particularly well-suited for handling 

sequential data associated with weather data, which can be viewed as a time series. The main advantage of RNN is the ability to consider 

previous context during the forecasting process, enabling the recognition of long-term patterns in rainfall data [33]. The non-linear acti-

vation functions also allowed for more complex modelling of the relationships between weather variables. In practice, RNNs tend to face 

issues such as gradient explosion and limited long-term memory, which affect forecasting performance specifically in cases where distant 

historical information must be considered [34]. However, proper architectural adjustments and technical issue management allowed RNN 

to remain a promising method in rainfall forecasting when handling complex sequential data. 

LSTM is regarded as a highly effective method in rainfall forecasting. This type of RNN architecture is specifically designed to address 

long-term memory issues and overcome the vanishing gradient problem [35]. Furthermore, the ability to retain important historical in-

formation over long periods, including incorporating new inputs, made it suitable for forecasting rainfall influenced by past weather con-

ditions. The method is also capable of understanding and capturing complex patterns in weather data, specifically due to the ability to 

model non-linear relationships between weather variables [36]. Its use requires careful parameter tuning and appropriate architectural 

design to achieve optimal forecasting performance [37]. In this context, LSTM represents an attractive and effective choice in rainfall 

forecasting, particularly in cases where long-term weather history and complex inter-variable relationships need to be considered. 

Another relevant evaluation metric in rainfall forecasting analysis is MSE, responsible for measuring the average of the squared differ-

ences between predicted and actual observed values [38]. In addition, MSE is sensitive to discrepancies, implying that large errors con-

tributed significantly to the overall value [39]. Its use offered a more comprehensive picture of forecast quality by outlining both the 

magnitude and direction of errors. MSE is commonly used in statistical modelling and forecasting to assess the accuracy of rainfall pre-

dictions, which offer valuable insights for decision-making in agriculture, water management and disaster risk reduction. 

MAE is a commonly used evaluation metric in rainfall forecasting, considering that this metric measures the average of the absolute dif-

ferences between predicted and actual observed values [40]. MAE also provided an overview of the extent the average rainfall prediction 

deviated from the actual value in millimetres. Its use offered information about the overall forecasting error level regardless of the direc-

tion [41]. A lower value represented a more accurate forecasting model during the prediction process [42]. MAE often served as a criteri-

on for evaluating the performance of rainfall forecasting models and comparing the advantages among various forecasting methods. The 

metric played a crucial role in supporting decision-making related to disaster risk, agricultural planning and water resource management 

across multiple sectors. 

 

3. Methods 

3.1. Materials 
The daily rainfall dataset in Samarinda City from 2004 to 2012 comprised various weather features such as minimum and maximum 

average temperature, average humidity, duration of sunlight, as well as maximum wind speed and direction, including its average. The 

target of this dataset was the amount of rainfall collected in a day. The process enabled the analysis and modelling to understand rainfall 

patterns, as well as the relationship with other weather variables. This included building predictive models and conducting trend analysis 

to estimate rainfall based on weather conditions, and understanding changes over the years. Table 1 shows the rainfall dataset of Sa-

marinda City. 

Table 1. Rainfall Dataset of Samarinda City 

Tn Tx Tavg RH_avg RR ss ff_x ddd_x ff_avg ddd_car 

25 35 27.7 82 2.7 2.6 4 360 0 N 

24 33 26.9 89 14 2.9 4 135 1 N 

24 29.6 26.1 90 9.2 0 4 90 0 N 

24 31.8 27.7 85 0 2.7 3 45 1 N 

25 33.8 27.2 82 0 0.8 3 90 0 N 

23 32.6 27.8 82 33.5 3 3 360 1 N 

23 32.6 27.1 80 35 3 3 90 0 N 

23 29.4 26.2 84 0 1 2 135 0 N 

24 34 28.1 78 0 7.8 5 45 2 N 

24 34.2 28.8 74 0 8 6 45 2 N 

3.2. Methods 
The development of machine learning and deep learning for rainfall forecasting represented an effort to address the impact of floods 

effectively. The implementation process enabled a deeper analysis of rainfall patterns and characteristics, which served as the basis for 

decision-making in disaster reduction and responses. This research accurately forecasted rainfall activities, intensifying the response to 

disaster events. The analysis included the adoption of a comprehensive methodological framework for rainfall forecasting. In addition, 

the framework consisted of data collection, preprocessing, selection of machine and deep learning architectures, data training and testing, 

as well as results evaluation. 
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Fig 2. Research Flowchart 

The research flowchart started with the daily collection of rainfall data from BMKG. The collected data was further subjected to prepro-

cessing to ensure its readiness for algorithm training [43]. This included handling missing values and applying normalisation methods. 

Moreover, the commonly used forecasting methods were machine learning methods, namely SVR and deep learning architectures such as 

LSTM and RNN. After the selection of the appropriate machine and deep learning methods, the data was trained using these models by 

feeding the preprocessed features to generate accurate rainfall predictions [44]. This was followed by evaluating the models using unseen 

test data to assess forecasting performance. Evaluation metrics such as MAE and MSE were frequently used to measure the accuracy of 

the predictions [45][46]. Finally, the results must be thoroughly analysed to assess model performance and identify any existing limita-

tions. 

In this context, SVR was carried out by initialising predefined parameters such as epsilon, C, and the kernel. The next step included train-

ing the model using the relevant data. During the training phase, the model constructed the kernel matrix, solving an optimisation prob-

lem to determine the optimal alpha coefficients. Furthermore, SVR defined the selection of support vectors, calculation of model weights 

and bias, as well as storage of essential information. This included support vectors, weights, and bias for future use, with the entire SVR 

process shown in Figure 3. 

 
 

Fig 3. Support Vector Regression Flowchart 
 

RNN was performed by initialising model parameters such as weights and biases. The first step entailed feeding training input data se-

quentially into the network. Furthermore, each timestep in the input sequence was subjected to an activation computation, where the 

input was multiplied by the corresponding weights. The result was added to the activation from the previous timestep and combined with 

a bias term. This computation produced an output, passed through an activation function such as sigmoid or tanh to generate a hidden 

state retaining relevant information from prior inputs. The diverse steps were repeated for each timestep in the training sequence, allow-

ing the network to update its weights and learn temporal patterns associated with the data. Meanwhile, RNN served as the core of the 

learning process by enabling the network to incorporate and use past information for making predictions or understanding complex tem-
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poral structures [47]. This played an essential role in the journal context, describing the mathematical and conceptual processes underly-

ing the construction of the RNN model. The processes included the provision of a clear understanding of the mechanism behind the ef-

fectiveness, as shown in Figure 4. 

 
Fig 4. RNN Flowchart 

 

LSTM networks started with the initialisation of weights and biases, a crucial step in preparing the network for learning. The input data, 

comprising a sequence of values, was fed into an LSTM network for processing. Additionally, the various gates, namely forget, input and 

output, responsible for regulating the flow of information in the memory cell, were adopted. Irrelevant data were discarded, and new 

information was input into the memory cell adhering to the decisions made by these gates [48]. The memory cell was updated following 

the new input, with the information retained or forgotten. The hidden state is updated in line with the output of the memory cell. The 

final result of the LSTM network was produced as the output, with the entire process shown in Figure 5. 

 
Fig 5. LSTM Flowchart 

4. Results and Discussion 

The performance evaluation of forecasting analysis was conducted to obtain the most optimal results for rainfall prediction. The evalua-

tion process included the tuning of hyperparameters for each method; for example SVR method was tuned by adjusting the values of C 

and epsilon. The RNN method was tuned by adjusting the number of hidden units, layers, and learning rate. Additionally, the LSTM 
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method was tuned using the same hyperparameters, including the number of hidden units, layers, and learning rate. The evaluation was 

performed by calculating the values of MAE and MSE. 

The SVR method performed hyperparameter tuning by adjusting the values of C and epsilon. The C parameter was tested to apply a pen-

alty for training errors, with a higher value imposing a larger penalty. The developed model selected a hyperplane with smaller training 

errors when using a higher C value, even if it led to a narrower margin. However, a lower C value allowed for a wider margin, and this 

permitted some data points to fall outside the margin, leading to higher training errors. SVR also tested the epsilon parameter to deter-

mine the width of the margin corridor around the hyperplane. A larger value allowed for more data points to fall in the corridor, and these 

could be beneficial with noisy information containing prediction uncertainty. Meanwhile, an excessively large epsilon led to an overly 

coarse or less precise model. Hyperparameter tuning graphs for the SVR method are shown in Figures 6 and 7. 

 
Fig 6. Hyperparameter C with SVR 

 

Figure 6 shows the hyperparameter testing graph of the C parameter using the SVR method. The best performances were achieved with 

C values of 0.1 and 1 based on MSE and MAE evaluation. A value of 1 led to greater error in MSE evaluation because a higher C led to 

the sensitivity of the model to outliers, causing overfitting. However, a lesser value produced worse results than a C value of 1. This was 

because the algorithm became permissive of errors, causing underfitting due to insufficient model complexity. 

 
Fig 7. Hyperparameter Epsilon with SVR 

 

The hyperparameter testing graph of the epsilon parameter using the SVR method is shown in Figure 7. The best performance was ob-

tained with epsilon values of 0.1, 0.01, or 0.001, achieving a loss of 0.2403 and 0.4896 based on MAE and MSE evaluation, respectively. 

Testing with an epsilon value of 1 led to a higher error. This was because the model became permissive of training errors, leading to 

underfitting as a result of the inability to capture data complexity.  

The RNN method performed hyperparameter tuning by adjusting the number of hidden neurons, layers, and learning rate. Different num-

bers of hidden neurons were tested to determine the optimal number of units for training. A higher number of neurons depicted that the 

model learnt more complex representations, while a lower number suggested its incapability of effectively learning from the data. The 

use of many hidden neurons led to overfitting. RNN also tested the number of layers to find the optimal model depth, and it was reported 

that a greater number enabled the model to learn more complex features, with fewer layers limiting the learning capacity. In this context, 

an excessive number of layers also increased the risk of overfitting. The learning rate was tested to control the step size taken when up-
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dating weights during training. An extremely large learning rate caused the model to overshoot local minima or diverge, resulting in un-

stable training. However, a learning rate that is too small caused the training to be slow and the model to get stuck in local minima or fail 

to converge. The results of hyperparameter tuning for the RNN method are shown in Figures 8, 9, and 10. 

 
Fig 8. Hyperparameter Hidden Size with RNN 

 

Figure 8 shows the hyperparameter testing graph of hidden size using the RNN method. The best performance was achieved with a hid-

den size of 64, resulting in a loss of 0.0689 and 0.0489 based on MAE and MSE evaluation, respectively. Testing with a smaller hidden 

size produced greater error values because the model experienced underfitting. This was due to the insufficient architectural complexity, 

which limited the ability to learn and represent the data effectively. 

 
Fig 9. Hyperparameter Number Layer with RNN 

 

The hyperparameter testing graph of the number of layers using the RNN method is shown in Figure 9. The best performance was ob-

tained with two layers, causing a loss of 0.053 and 0.0489 based on MAE and MSE evaluation. The optimal number of layers was repre-

sented by achieving the lowest error values in both the MSE and MAE tests. Furthermore, the testing conducted on a higher number of 

layers produced greater error values because the model experienced overfitting. This was due to excessive architectural complexity, 

which caused the model to overlearn the data, as well as become overly sensitive. 

 
Fig 10. Hyperparameter Learning Rate with RNN 

The hyperparameter testing graph of the learning rate using the RNN method is shown in Figure 10. The best performance was achieved 

with a learning rate of 0.001, resulting in a loss of 0.0523 and 0.0489 based on MAE and MSE evaluation, respectively. Additionally, 

testing with a higher learning rate produced greater error values because the model experienced overfitting. This was due to excessive 

architectural complexity, which caused the model to overinterpret the data, becoming overly sensitive. 
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The LSTM method performed hyperparameter tuning by adjusting the number of hidden neurons, layers, and learning rate. Different 

numbers of hidden neurons were tested to determine the optimal number of units for training. A higher number of hidden neurons 

showed that the model learnt more complex representations, while a lower number suggested the inability to effectively learn from the 

data. The use of many hidden neurons caused the model to overfit, and this prompted the testing of the layers to determine the optimal 

depth. A greater number of layers enabled the model to learn more complex features, with fewer layers limiting its capacity to capture 

patterns. Furthermore, an excessive number of layers led to overfitting, and the learning rate was tested to control the step size taken 

when updating weights during the training process. When the learning rate is high, it could cause the model to overshoot local minima or 

even diverge, resulting in unstable training. A learning rate that is low slows the training process significantly, causing the model to be-

come trapped in local minima or fail to reach convergence. The results of hyperparameter tuning using the LSTM method are shown in 

Figures 11, 12, and 13. 

 
Fig 11. Hyperparameter Hidden Size with LSTM 

 

Figure 11 shows the hyperparameter testing graph of hidden size using the LSTM method. The best performance was obtained with a 

hidden size of 64, causing a loss of 0.0538 and 0.0482 based on MAE and MSE evaluation. Meanwhile, testing with a smaller hidden 

size produced higher error values because the model experienced underfitting. This was due to an overly simple architecture that failed to 

capture the complex patterns in the data. 

 
Fig 12. Hyperparameter Number Layer with LSTM 

 

The hyperparameter testing graph of the number of layers using the LSTM method is shown in Figure 12. The best performance was 

achieved with three layers, resulting in the loss of 0.0527 and 0.0488 based on MAE and MSE evaluation, respectively. Furthermore, 

testing conducted on fewer than three layers produced higher error values because the model experienced underfitting. This was due to an 

overly simple piece of architecture that failed to capture the complexity of the data. Testing with more than three layers also amounted to 

higher error values because the model experienced overfitting due to excessive architectural complexity, leading to failure in data gener-

alisation and overly sensitivity. 
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Fig 13. Hyperparameter Learning Rate with LSTM 

 

Figure 13 shows the hyperparameter testing graph of the learning rate using the LSTM method. The best performance was achieved with 

a learning rate of 0.001, causing a loss of 0.0535 and 0.0488 based on MAE and MSE evaluation, respectively. Testing with higher learn-

ing rate values produced greater error because the model experienced overfitting due to excessive architectural complexity. In this con-

text, the complexity caused the model to fail in generalising the data, thereby becoming overly sensitive. 

 
Figure 14. Perform Evaluation Machine Learning & Deep Learning 

 
The performance evaluation graph of machine learning and deep learning methods is shown in Figure 14. The results proved that deep 

learning methods achieved more optimal performance compared to machine learning. The best deep learning algorithm was LSTM, with 

a loss of 0.0482 and 0.0527 based on MSE and MAE evaluation, respectively. The superiority of deep learning over machine learning is 

focused on its ability to construct more complex models for handling nonlinear problems. This included the capacity to learn data repre-

sentations at various abstraction levels, resulting in more accurate models as evidenced by lower loss values. LSTM outperformed RNN 

due to the capability of resolving the vanishing gradient problem that commonly occurs in RNN. Additionally, by addressing the vanish-

ing gradient issue, LSTM enabled more effective training, which led to more optimal testing results. 

5. Conclusion 

In conclusion, the results showed that deep learning outperformed machine learning in forecasting rainfall in Samarinda City. These also 

proved that among deep learning methods tested, LSTM produced the best performance compared to RNN. The evaluation showed that 

LSTM, as a deep learning model, achieved loss values of 0.0482 and 0.0527 based on MSE and MAE, respectively. Moreover, the best-

performing LSTM model was obtained using 64 hidden units, 3 layers, and a learning rate of 0.001. The experimental results confirmed 

that these parameter settings led to the most optimal outcomes. Deep learning methods outperformed machine learning due to the ability 

to construct more complex models responsible for handling non-linear problems. This included the capacity to learn data representations 

at multiple levels of abstraction, resulting in more accurate models as reflected by lower loss values. Meanwhile, LSTM performed better 

than RNN because it resolved the vanishing gradient problem inherent in RNN, enabling stable and effective training processes. 

Future research is advised not to use the RNN method, as it has been proven to perform worse than LSTM in forecasting rainfall in Sa-

marinda City. Subsequent analyses may extend rainfall forecasting into related intensity classification. Furthermore, in this classification 

task, rainfall can be categorised into cloudy, light, moderate, heavy, very heavy, and extreme rain. Several studies were also motivated to 

explore other deep learning-based methods, such as Bidirectional Long Short-Term Memory (Bi-LSTM) or Gated Recurrent Unit 

(GRU), which have the potential to enhance the accuracy of rainfall forecasting and classification. This development is expected to pro-
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vide more detailed and accurate information regarding weather conditions, allowing communities and stakeholders to adopt more appro-

priate actions based on the predicted level of rainfall intensity. 
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