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Abstract

The rapid growth of digital technology has significantly accelerated the spread of illegal online content, particularly gambling websites, which
threaten social stability and regulatory enforcement. To address this issue, this study develops an automated detection system for online
gambling sites using text classification with the Term Frequency—Inverse Document Frequency (TF-IDF) approach. A total of 1,225 website
URLSs were collected through web scraping, and after preprocessing, 1,166 valid entries were manually labeled into two classes: gambling and
normal. The preprocessing steps included cleaning, tokenizing, stopword removal, stemming, and domain parsing, followed by feature
extraction using TF-IDF, which generated 2,426 numerical features. To mitigate class imbalance, the Synthetic Minority Oversampling
Technique (SMOTE) was applied to the training dataset. Two machine learning algorithms were implemented and compared: Support Vector
Machine (SVM) with multiple kernels (Linear, RBF, Polynomial, and Sigmoid) and Multinomial Naive Bayes (MNB). Experimental evaluation
was conducted using accuracy, precision, recall, specificity, and F1-score metrics. Results demonstrate that SVM with the RBF kernel achieved
the best performance, with an accuracy of 91.88% and an F1-score of 93.70%, while MNB obtained an accuracy of 88.46% and an F1-score
0f91.00%. These findings confirm that SVM, particularly with the RBF kernel, delivers more stable and accurate performance in distinguishing
gambling websites from normal ones. The proposed system offers a reliable foundation for the development of automated tools to monitor,
detect, and block illegal online gambling content, thereby supporting regulatory enforcement and reducing the negative societal impacts of
online gambling.
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1. Introduction

The rapid development of digital technology has accelerated the spread of illegal online content, including gambling websites. These sites are
considered cybercrimes and pose serious risks to society, ranging from financial losses to social disruption [1]. In Indonesia, the proliferation
of online gambling has become a critical concern, requiring not only legal action but also technological solutions to support prevention efforts
[2].

Various approaches have been proposed to detect malicious websites, such as blacklist-based, URL-based, content-based, and hybrid methods.
Blacklist approaches are easy to implement but fail to detect new domains [3], while URL-based techniques rely on lexical features that often
lack sufficient accuracy[4]. Content-based detection, particularly text classification, is widely used to capture semantic patterns from website
content and has shown more promising results [5].

Machine learning methods, especially Support Vector Machine (SVM) and Naive Bayes (NB), have been extensively applied in text
classification tasks. SVM is highly effective in handling high-dimensional features generated by TF-IDF, while NB provides a simple and
efficient probabilistic framework [6][7]. Comparative studies indicate that SVM often yields higher accuracy, whereas NB offers faster
computation and scalability [8].

A key challenge in online gambling site detection is class imbalance, where the number of gambling URLs is significantly lower than that of
normal sites. To overcome this, the Synthetic Minority Oversampling Technique (SMOTE) can be applied to rebalance the dataset and enhance
classifier performance [9]. In addition, preprocessing techniques—such as cleaning, tokenization, stopword removal, stemming, and TF-IDF
transformation—are crucial for converting raw textual data into meaningful numerical features for classification [10].
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Further improvements can be achieved by combining preprocessing with effective feature engineering. Proper data cleansing and normalization
enhance classification results [10], while Natural Language Processing (NLP) methods provide broader adaptability for analyzing online
content [11]. Previous studies also highlight that optimization of SVM using grid search and n-gram features significantly improves text
classification performance. At the same time, class imbalance challenges have been effectively addressed through SMOTE, which strengthens
model robustness [16]. Moreover, Naive Bayes has proven to be an efficient baseline method for sentiment and text classification due to its
simplicity and computational efficiency [13].

2. Literature Review

2.1. Online Gambling Detection

Online gambling is one of the most prevalent forms of cybercrime that threatens social and economic stability. In Indonesia, online gambling
websites are illegal and subject to strict law enforcement [2]. Various approaches have been proposed to detect malicious websites, such as
blacklist-based, URL-based, and content-based methods. Blacklist approaches are easy to apply but cannot detect new domains[14], while
URL-based methods rely on lexical features that are often insufficient [15]. Content-based detection, particularly using text classification,
has gained more attention due to its ability to capture semantic patterns from website content [11].

2.2. Text Classification

Text classification is a core task in Natural Language Processing (NLP) that involves assigning categories to textual data based on its content.
Techniques such as Term Frequency—Inverse Document Frequency (TF-IDF) are widely used to convert text into numerical features [15]. In
recent works, text classification performance has been further enhanced using deep contextual models such as BERT, which provide richer
semantic understanding in hoax detection[16]. This shows that combining traditional approaches with modern NLP methods can lead to
significant improvements in classification results.

2.3. Support Vector Machine (SVM)

Support Vector Machine (SVM) is a supervised learning algorithm that constructs an optimal hyperplane to separate data points into classes.
SVM is widely used in text classification due to its ability to handle high-dimensional data and achieve high accuracy [6]. Several kernel
functions can be applied, such as Linear, Radial Basis Function (RBF), Polynomial, and Sigmoid, to map features into higher dimensions
and improve performance [7]. Studies have also compared kernel performance, where RBF and linear kernels showed varying effectiveness
depending on the dataset, indicating that kernel selection plays an essential role in optimizing classification results [17].

2.4. Multinomial Naive Bayes

Naive Bayes (NB) is a probabilistic classifier based on Bayes’ theorem, assuming feature independence. Research applying Naive Bayess
effective for text classification because of'its efficiency and relatively good performance in handling large datasets [8]. The Multinomial Naive
Bayes (MNB) variant is particularly suited for modeling term frequencies in documents, making it a strong baseline for text-based applications
[18]. Research applying Naive Bayes for sentiment analysis on user reviews also demonstrates its adaptability in real-world classification
tasks, further reinforcing its importance in text classification studies [19] .

2.5. Handling Imbalanced Data

A common challenge in online gambling detection is dataset imbalance, where gambling site samples are significantly fewer than normal site
samples. This imbalance can bias machine learning models toward the majority class, reducing their ability to detect minority instances. The
Synthetic Minority Oversampling Technique (SMOTE) has been widely adopted to address this issue by generating synthetic samples for the
minority class, thus improving model performance and generalization [9][20]. Other works also confirmed that applying SMOTE in text
classification leads to better balance between classes and improved predictive performance. Furthermore, integrating SMOTE with advanced
classification models such as Random Forest and SVM has been shown to achieve higher accuracy in emotion classification and sentiment
prediction tasks [21].

3. Methods

The research methodology applied in this study is illustrated in Figure 1, which shows the overall stages from data collection to evaluation.
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Fig 1. Research Methodology of Online Gambling Website Detection
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3.1. Data Collection

The dataset used in this study was obtained through web scraping using the SerpAPI tool. A total of 1,225 website URLs were collected from
multiple sources and categorized into two groups: online gambling sites and normal sites. Manual labeling was performed to ensure data
validity and served as the ground truth for training and testing the models. The research methodology applied in this study is illustrated in
Figure 1, which shows the overall stages from data collection to evaluation.

3.2. Dataset Labelling
Since supervised learning requires labeled data, each website was manually inspected and assigned a label: “Judi” for online gambling and
“normal” for normal sites. This process ensured that the dataset could be used to train and evaluate classification models effectively.

3.3. Data Preprocessing

Data preprocessing was performed to prepare the collected text before feature extraction and classification. The main steps include:
Cleaning: Removing irrelevant characters such as numbers, punctuation, symbols, and duplicate entries from page titles.

Case Folding: Converting all characters into lowercase to ensure text uniformity.

Tokenization: Splitting sentences into individual words (tokens).

Stopword Removal: Eliminating common words with little semantic value.

Stemming: Reducing words to their root forms to standardize variations.

o a0 op

Domain Extraction: Extracting domain names from URLs and combining them with preprocessed titles to form the final text input.
This preprocessing ensured the dataset was clean, consistent, and suitable for feature extraction using TF-IDF.

3.4.Dataset Splitting

The dataset was divided into two subsets using an 80:20 ratio with stratified sampling to preserve class distribution. The training set (80%)
was used for model training and cross-validation, while the testing set (20%) was reserved for final performance evaluation. To address class
imbalance, the Synthetic Minority Oversampling Technique (SMOTE) was applied only to the training set after TF-IDF transformation,
ensuring no data leakage to the testing set.

3.5. Model Training

Model training is the stage where the classifiers are trained using the training set and evaluated to identify the best-performing configuration.
In this study, two algorithms were implemented: Support Vector Machine (SVM) and Multinomial Naive Bayes (MNB), with TF-IDF feature
representations of the text.

For the SVM algorithm, the model constructs an optimal hyperplane to separate the classes. Several kernel functions were tested, including
Linear, Polynomial, Radial Basis Function (RBF), and Sigmoid, to examine their impact on classification performance. Hyperparameter tuning
was performed using GridSearchCV to select the best parameter settings. The evaluation on the training set was conducted using Stratified K-
Fold Cross Validation (k=5), which ensures that each fold maintains the class distribution and provides more reliable performance estimation.
For the MNB algorithm, Laplace smoothing with parameter o = 1.0 was applied, which is effective in handling zero-frequency problems in
text data. Due to its simpler probabilistic nature, MNB was trained on the training set and directly tested on the unseen test set without cross-
validation.

Both models were trained on TF-IDF-transformed text, and their performance was later compared based on evaluation metrics to determine
the most effective algorithm for online gambling website detection.

3.6. Evaluation

Evaluation is the final stage of this study to measure the performance of classification models in detecting online gambling websites. This
stage describes the computational process applied to the models, datasets, and algorithms that have been defined previously. The evaluation
results are presented using a confusion matrix consisting of True Positive (TP), True Negative (TN), False Positive (FP), and False Negative
(FN). Furthermore, performance is measured using accuracy, precision, recall, and F1-score to provide a comprehensive assessment of the
classifiers.

4. Results and Discussion

4.1. Dataset Labelling Result
The author labeled the dataset that had been obtained from the data collection stage by examining both the URL and page title of each
website. The labeling process was carried out manually to ensure data validity, where websites containing gambling-related content were
assigned the gambling label, while other websites were categorized as normal. After this process, the author obtained 769 data labeled as
gambling and 456 data labeled as normal, resulting in a total of 1,225 entries. The distribution of the dataset for each category is presented
in Table 1 and visualized in Table 1.

Table 1. Dataset labeling result

No. Label Amount of Data
1.  Gambling 769
2. Normal 456
Total 1225

4.2. Model Training Result

During the training phase, a total of 1,166 labeled website URLs were used after preprocessing. The dataset was split into 80% training and
20% testing, and the Synthetic Minority Oversampling Technique (SMOTE) was applied to the training set to balance the gambling and
normal classes. Feature extraction using TF-IDF produced 2,426 numerical features for classification.

Support Vector Machine (SVM) was trained with four kernel types—Linear, Radial Basis Function (RBF), Polynomial, and Sigmoid—using
Grid Search for hyperparameter tuning. Multinomial Naive Bayes (MNB) was trained using default parameters as a baseline. The training
process indicated that SVM required longer computation due to kernel optimization, while MNB was faster and more efficient. However,
SVM models, particularly with the RBF kernel, consistently showed more stable convergence and better adaptability to the feature space.
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4.3. Evaluation Result

The models that had been trained and validated were subsequently tested on the testing dataset, and the results were stored in CSV format.
To evaluate model performance, confusion matrices were generated for each classifier to visualize the distribution of predictions across
classes. The confusion matrices of the five models (SVM with Linear, RBF, Polynomial, and Sigmoid kernels, and Multinomial Naive
Bayes) are shown in Figure 2a—2e.
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Fig 2b. Confusion matrix of SVM RBF kernel
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Based on Figure 2a—2e, the SVM Linear kernel produced the best balance between true positive and true negative predictions, while other
kernels such as Polynomial and Sigmoid showed more misclassifications. Multinomial Naive Bayes, on the other hand, achieved relatively
stable performance but was slightly less accurate than SVM Linear.

After obtaining the confusion matrix results, the evaluation was continued using the classification_report() function from the Scikit-learn
library to calculate the accuracy, precision, recall, and F1-score of each model. The classification reports are presented in Figure 3a—3e.

--- Evaluation of Linear Kernel Model ---
Accuracy: 91.45%

precision recall fl-score support
gambling 0.92 0.95 0.93 150

normal 0.90 0.86 0.88 84
accuracy 0.91 234

macro avg - - 0.91 234
weighted avg - - 0.91 234

Fig 3a. Classification report of SVM Linear kernel

-—— Evaluaton of Model Kernel RBF ———
Accuracy: 91.88%

precision recall

gambling 0.92 0.96
normal 0.92 0.85

accuracy

fl-score support

0.94 159
0.88 84

0.92

macro avg . - 0.91
weighted avg . - 0.92

Fig 3b. Classification report of SVM RBF kernel

- Evaluation of Polynomial Kernel Model ---
Accuracy: 88.03%

precision recall fl-score support

gambling 0.86
normal 0.92

accuracy
macro avg
weighted avg

Fig 3c. Classification report of SVM Polynomial kernel

--- Evaluation of Sigmoid Kernel Model ---
Accuracy: 91.88%

precision recall fl-score support

gambling 0.93 0.95 : 150

normal 0.90 0.87 - 84

accuracy
macro avg
weighted avg

Fig 3d. Classification report of SVM Sigmoid kernel
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--- Evaluation of Naive Bayes Model ---
Accuracy: 88.46%

precision recall fl-score support

gambling - 0.92 - 150

normal : 0.82 . 84

accuracy
macro avg
weighted avg

Fig 3e. Classification report of Multinomial Naive Bayes

As shown in Figure 3a—3e, the SVM Linear kernel achieved the highest accuracy and F1-score, demonstrating its superiority for text
classification in online gambling detection. The RBF kernel performed slightly lower but remained competitive. Polynomial and Sigmoid
kernels exhibited weaker results due to their higher misclassification rates, while Multinomial Naive Bayes performed efficiently but did not
surpass SVM Linear in terms of accuracy. These findings suggest that SVM with Linear kernel is the most suitable model for this task.

5. Conclusion

Based on the results and discussion, it can be concluded that the detection of online gambling websites using text classification methods with
Support Vector Machine (SVM) and Multinomial Naive Bayes (MNB) was successfully carried out. A dataset of 1,225 URLs was used,
comprising 769 gambling sites and 456 non-gambling sites. These URLs were processed using TF-IDF feature extraction and balanced using
SMOTE to enhance classification performance. The results show that SVM with the RBF kernel achieved the best performance, with an
accuracy of 91.88% and an F1-score of 93.70%, while other kernels and MNB produced lower results. The application of whitelist filtering
also helped reduce false positives on trusted domains. These findings demonstrate that the combination of SVM and TF-IDF provides a reliable
solution for detecting online gambling websites. However, future research can be directed toward expanding the dataset and applying semantic-
based features or deep learning models to further enhance detection accuracy and generalization.

Table 2. Performance Comparison of Classification Models

Model Accuracy Precision Recall Specificity F1-Score
SVM Kernel Linier 91,45% 92,21% 94,67% 85,71% 93,42%
SVM Kermel RBF 91,88% 91,72% 96,00% 84,52% 93,70%
SVM Kernel Polynomial 88,03% 86,31% 96,67% 72,62% 91,20%
SVM Kernel Sigmoid 88,03% 86,31% 96,67% 72,62% 91,20%
SVM Multinomial Naive Bayes 88,46% 90,20% 92,00% 82,14% 91,00%
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