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Abstract 

 

Direct Cash Assistance, commonly called BLT, is one of the many programs the Indonesian government held to reduce the poverty rate 

of the Indonesian population. This study compares the KNN and C4.5 methods to determine the eligibility of residents eligible to 

receive Direct Cash Assistance in Bandar Mahligai Village. This study began with collecting resident data from the Bandar Mahligai 

village office. Then, the data obtained was taken into several attributes to be used in the classification process, namely the name of the 

head of the family, KK number, NIK, number of dependents, occupation, income, and monthly expenses. After the data is collected, the 

data will be classified using the KNN and C4.5 algorithms. There is a significant difference between the two algorithms in the 

classification process; the KNN algorithm by looking for the nearest neighbor data value, in this study, the K value = 9, while the C4.5 

algorithm by building a decision tree from the attribute values taken based on resident data used as training data. The classification 

results of the two methods will be compared using a confusion matrix to obtain a higher accuracy technique. The results of testing using 

a confusion matrix for both algorithms are the accuracy produced by the KNN and C4.5 algorithms in classifying residents eligible for 

Direct Cash Assistance (BLT) of 90% in the system that has been built. The results of comparing the KNN and C4.5 algorithms for this 

study show that the KNN algorithm is better because the accuracy level reaches 90% in manual and system calculations. While the C4.5 

method only gets 85% for the accuracy of its manual calculations, it receives an accuracy level of 90% in the system that has been built. 
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1. Introduction 

Direct Cash Assistance, commonly referred to as BLT is one of the Indonesian government programs that help reduce the poverty rate 

of the Indonesian population. Aceh province follows government regulations in distributing the Direct Cash Assistance program to the 

community. Bandar Mahligai Village, Sekerak District, Aceh Tamiang Regency is a village that implements this Direct Cash 

Assistance. Every month, people who are categorized as underprivileged receive IDR 300,000. Based on the results of observations by 

researchers in Bandar Mahligai Village, the poverty rate is relatively high. Unfortunately, selecting recipients of Direct Cash 

Assistance in Bandar Mahligai Village is still manual, and staff must collect data files to choose prospective residents who receive 

Direct Cash Assistance, so it takes more time and drains more energy to make decisions. To Pramadhani and Setiadi (2014), data 

mining is a process of selection, exploration, and modeling from a large amount of data to find patterns or tendencies that are usually 

not realized [1]. 

K-Nearest Neighbor has a weakness in choosing the perfect K value to obtain the best system accuracy but has advantages in training 

data sets that have a lot of noise and is effective on high amounts of training data [2]; this method aims to classify new objects 

according to attributes and training samples. Given a query point, Next, several K objects or training points that are closest to the query 

point [3]. Like the K-Nearest Neighbor (KNN) algorithm, which has shortcomings, The C4.5 algorithm also has several weaknesses, 

one of which is that the quality of the decisions obtained highly depends on how the decision tree is made. So, if the decision tree that 

is designed is less than optimal, the quality of the decisions obtained will be affected [4]. 

Therefore, the researcher chose the K-Nearest Neighbor algorithm and the C4.5 algorithm for comparison between the two algorithms 

in shortening the time and level of accuracy of the results of determining prospective recipients of Direct Cash Assistance, as well as 
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creating a system to assist staff tasks in Bandar Mahligai Village, then implementing one of the more effective methods for use by 

village office staff, where several criteria will be processed to get a value. The value obtained will be compared with the training 

information, resulting in a classification of citizen information eligible to receive Direct Cash Assistance and a comparison of the level 

of accuracy of the two methods studied by the author. The results of this study are a web-based application that functions to classify the 

determination of citizens who are eligible to receive Direct Cash Assistance. This application can be beneficial for staff in Bandar 

Mahligai Village to shorten their performance time in the classification of the selection of Direct Cash Assistance recipients so that 

they can avoid errors that occur and more accurate results because of the comparison between the two algorithms applied by the author 

in this study [5] [6] [7]. 

2. Literature Review 

2.1. Data Mining 
According to Pramadhani and Setiadi (2014), data mining is selecting, exploring, and modeling large amounts of data to find patterns 

or similarities that are generally not realized. Data mining is digging for information in data until knowledge is obtained. It will be very 

valuable because it can be used as a basis for decision-making. Nowadays, companies all over the world use data mining techniques to 

support their business decisions so that they gain large business profits [8] [9] [10]. 

 

2.2. Classification 
Description or classification means a model in data mining where a classifier is constructed to predict label categories, for example, 

"safe" or "risky" in money lending application data, "yes" or "no" in marketing data, or "treatment A," "treatment B," and "treatment 

C" in medical data. The group can be presented using values that suit their needs; the setting of these values does not have a special 

meaning. 

Classification is also a process of finding a model that explains or differentiates concepts or data classes, aiming to estimate the class 

that comes from an object whose class is unknown. In classification, several records are received, called training sets, which consist of 

several attributes. The attributes can be continuous or categorical; one attribute gives a class or record. 

The benefit of classification is to identify characteristics that indicate the group to which each case belongs. This pattern can be used to 

understand existing data and predict new cases. Classification models are created by data mining by examining data that has been 

classified (cases) and inductively finding predictive patterns [11] [12]. 

 

2.3. K-Nearest Neighbor Algorithm 
K-Nearest Neighbor is a new object classification algorithm based on attributes and training data. Where the latest test data obtained is 

classified according to the majority in the K-Nearest Neighbor category, this algorithm uses neighborhood classification to estimate 

new test data. The K-Nearest Neighbor algorithm can be defined (Rahmawati, 2020) with the following meaning: 

1. Calculate the distance between the test data and the existing training data. One similarity in calculating proximity distance can be 

using cosine similarity. 

2. Set the parameter value k = number of nearest neighbors. 

3. Sorting the smallest distance on test data. 

4. Match types based on suitability. 

5. Find the most significant number of nearest neighbors. Then, determine the type. 

6. The distance used in this research is cosine similarity [13] [14]. 

 

Case model, if you want to find efforts to solve new patient problems using old patients' efforts. In finding efforts from new patients, 

old patient cases were used. Which of the old cases has an approach to the new case? Here is the formula for calculating the closeness 

between two cases: 

 ........................................................................................................................................ ……...(1) 

Description:   

T = New case 

S  = Case in storage 

n  = number of attributes in each case 

i = Individual attribute between 1 and n  

  = similarity function of attribute I between case T and case S  

W = weight given to the i attribute  

The general approach is to have a value between 0 and 1. 0 means the two cases are different, whereas the value of 1 case is not 

different. 

2.4. C4.5 Algorithm 
The C4.5 algorithm was introduced by J. Ross Quinlan, a developer of the ID3 algorithm; this algorithm is used to create decision 

trees. Decision trees are considered to be one of the most well-known approaches. Decision tree classification is formed from a node in 

the form of a root; the root node has no input [15]. 

Initially, decision trees came from many facts and represented rules that could be obtained through the use of an algorithm called the 

C4.5 algorithm. The purpose of creating this decision tree is to make problems easy to resolve. 

In its steps, the C4.5 algorithm has two working rules: building a decision tree and establishing rules (rule model). The rules built on a 

decision tree will form a situation as if then [16].  

There are four stages in the process of creating a decision tree in the C4.5 algorithm, as follows: 

1. Determine the attribute as the root and adjust it to the highest gain value for the attributes.  

2. Building a branch for each value means building a branch based on the highest number of gain variable values.  

3. Divide each case into branches according to the calculation of the highest gain value. The calculation is carried out after calculating 

the first highest gain value and then calculating the highest gain again without including the value of the initial gain variable.  
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4. Repeat the stages in each branch so that all cases in the branch have the same class, and repeat all stages of calculating the highest 

gain for each branch until no more calculation stages can be carried out [17] [18]. 

 

To calculate the gain, the formula stated in the following equation is used: 

 .................................  ....................................................................................... (2) 

Description:   

S = set of cases 

A  = Atribut/feature  

N  = number of attribute A partitions 

|Si| = number of instances in the I partition  

|S|  = number of cases in S 

 

The calculation of the entropy value can be understood in the equation below, as follows[19]: 

  .................................................................................................................................................... (3) 

Description: 

S = set of cases 

A = feature 

N  = number of S partition  

pi  = proportion from Si to S  

 

3. Research Method 
Data collection in the study began with collecting data, then the data obtained will be separated into 2, namely training data and testing 

data. Data was taken directly from the Bandar Mahligai village office, Sekerak District, Aceh Tamiang Regency, by asking for help 

from one of the village office staff on duty. Then, the data was arranged according to the author's requirements. The data used to train 

the system in the study is called training data. The purpose of this training data itself is to train the K-Nearest Neighbor algorithm and 

the C4.5 algorithm so that they can classify residents who are eligible for Direct Cash Assistance (BLT) in Bandar Mahligai Village, 

Sekerak District, Aceh Tamiang Regency. After testing the K-Nearest Neighbor algorithm and the C4.5 algorithm trained using training 

data, the next stage is to assess the performance of the two algorithms. The assessment will be carried out using test data. The function 

of the test data is to test the K-Nearest Neighbor algorithm and the C4.5 algorithm by entering new data. The K-Nearest Neighbor and 

C4.5 algorithms correctly classify the newly entered data and determine whether or not the citizen data entered is eligible for Direct 

Cash Assistance (BLT). After the test data classification results have come out from each algorithm, the K-Nearest Neighbor algorithm 

and the C4.5 algorithm will be tested regarding the level of accuracy produced by both algorithms using the matrix coefficient formula. 

This effort aims to see which of the two algorithms has a higher level of accuracy. 

4. Results and Discussion 
 

This section describes the research results and further explanations regarding the research. More details will be explained in the next 

sub-chapter. 

 

4.1. C4.5 Algorithm Calculation 
The discussion includes calculating the C4.5 algorithm for determining rules or implementing classification on direct cash assist 

recipient data. Group each variable to obtain attributes that will be used to calculate entropy based on cases to get roots and branches 

for the BLT recipient classification process. 

 
Fig 1. Final Result Decision Tree 
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Based on the final decision tree results, the following general rules are obtained: 

1. If income = low, then feasible. 

2. If income = high, then it is not feasible. 

3. If income = moderate: 

a. If the number of dependents = 0, then it is not eligible. 

b. If the number of dependents = 1 or 2, or 3 or 4: 

• If job = housewife, then it is feasible. 

• If the job = is a private team member, it is not eligible. 

• If occupation = self-employed, farmer/planter, or casual laborer: 

➢ If the house status = freeloading, then it is feasible. 

➢ If the house status = owned, then it is eligible. 

➢ If the house status = contract, then it is not feasible. 

 

After implementing the method in the information system, a more detailed decision tree is obtained for the classification process. The 

general rules received are also slightly different from those calculated manually. So now apply it to the test data. 

After completing the test data classification process, the next step is to find the level of accuracy of the C4.5 method for this study using 

a confusion matrix. The calculation process is described as follows [20] [21]. 

Table 1. Confusion Matrix for C4.5 Method 

 Prediction: Decent Prediction: Not Worthy 

Current: Eligible 11 (TP) 1 (FN) 

Current: Not Eligible 1(FP) 7 (TN) 

1. Precision  

2. Recall  

3. F1-Score    

4. Accuracy =  

From the confusion matrix calculation above, it is known that the accuracy level of the C.45 method for the tested data is 90%. 

4.2. KNN Algorithm Calculation 
The initial stage of the K-Nearest Neighbor method is to calculate the data distance using the Euclidean distance formula. Here is the 

Euclidean distance formula. 

……………………………………………………………………………………………………… (4) 

The calculation starts from the first data in the test table. After completing the test data classification process, the next step is to find the 

level of accuracy of the K-Nearest Neighbor method for this study using a confusion matrix. The calculation process is described as 

follows. 

Table 2. Confusion Matrix for KNN Method 

 Prediction: Decent Prediction: Not Worthy 

Current: Eligible 11 (TP) 1 (FN) 

Current: Not Eligible 1 (FP) 7 (TN) 

1. Precision  

2. Recall  

3. F1-Score    

4. Accuracy =  

From the confusion matrix calculation above, it is known that the accuracy level of the KNN method for the tested data is 90%. 

 

4.3. Results of Comparison of the Two Methods 
After calculating the accuracy level of both methods using the confusion matrix, it can be concluded that the KNN method is superior 

to the C4.5 method. The KNN method gets a percentage of 90%, while the C4.5 method gets a percentage of 85% in its manual 

calculation classification. However, when implementing the program, both methods reach the same level of accuracy, which is 90%. 

So, it can be said that both programs have the same accuracy advantage in the system that has been built, but if only aimed at 

comparing manual calculations, the KNN method is more accurate. 

5. Conclusion 
From the results of the research and discussion that has been described, researchers can conclude that the implementation of the 

algorithm in determining recipients of Direct Cash Assistance (BLT) can be carried out by creating classification/eligibility rules 

through old recipient data, then classified according to the variables of work, number of dependents, housing status, income, and 

expenses, the results of the classification or rules can be used as a basis if there is a determination of the next BLT recipient. The level 

of accuracy obtained from the KNN and C4.5 algorithms in classifying citizens eligible for Direct Cash Assistance (BLT) is 90% in the 

system that has been built. The results of the comparison of the KNN and C4.5 algorithms for this study show that the KNN algorithm 

is better because, in manual and system calculations, the level of accuracy reaches 90%. While the C4.5 method only gets 85% for the 

accuracy of its manual calculations, the system that has been built gets an accuracy level of 90%. 
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