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Abstract

This study compares two prediction methods, Weighted Moving Average (WMA) and Least Absolute Shrinkage and Selection Operator
(LASSO), in forecasting the total palm oil production at PT. Mora Niaga Jaya. Accurate forecasting is essential in the palm oil industry
to support decision-making, optimize production planning, and manage supply chains efficiently. The WMA method produced more
realistic prediction results, with a Mean Absolute Error (MAE) of 114,854 tons and a Mean Absolute Percentage Error (MAPE) of
220.45%, despite still having a considerable margin of error. These values suggest that while WMA is not perfectly accurate, it performs
moderately well, given the complexity and variability inherent in agricultural production data. On the other hand, the LASSO method
yielded significantly worse results, with an extremely high and unrealistic MAE and a MAPE of 291,456.000%, indicating that this
approach is unsuitable for palm oil production forecasting in this specific case. The underperformance of the LASSO method may be due
to the nature of the data used, which may not meet the assumptions required for LASSO to function optimally, such as linear
relationships and minimal noise. This highlights the importance of aligning forecasting methods with the dataset's characteristics. Based
on the comparison, it can be concluded that the WMA method is more appropriate for predicting palm oil production than LASSO.
However, further steps such as parameter optimization, data normalization, and outlier removal should be undertaken to achieve better
predictive accuracy. This research provides valuable insights into the importance of selecting the correct predictive method and ensuring
data quality in forecasting. Ultimately, careful model selection and data preprocessing support effective operational and strategic
decisions in the palm oil industry.
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1. Introduction

The agricultural sector in Indonesia is divided into three types: plantations, rice fields, and fields. Among these three sectors, the
plantation sector is more favored because it has a high selling value, can be cultivated on a large scale, and its appeal continues to
increase. Plantation crops in Indonesia are dominated by palm oil, cocoa, rubber, sugarcane, and coffee. Among these crops, oil palm is
the most profitable. The production results of palm oil significantly impact the demand for processed products, processing output targets,
the budget for harvest workers' wages, and the production budget. Therefore, the company must conduct production calculations or
predictions before determining the next production quantity. This prediction aims to understand the policies that must be implemented
(11 [2] [3].

Prediction (forecasting) is an effort to estimate future events based on past events. This prediction is carried out by collecting historical
data, which is then analyzed and calculated to identify specific patterns. These patterns are used to generate predictive data (forecasts) for
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the future[4]. Time series data prediction has many benefits that are powerfully felt in the present. Government agencies and private
companies often use predictive results as a reference for making accurate decisions [5] [6] [7].

Selecting prediction techniques is a crucial step that must be taken by considering high accuracy results and low deviation between the
predicted results and reality. In addition to accuracy, prediction techniques can also be chosen based on their responsiveness to data
changes. One of the methods frequently used for making predictions is the Weighted Moving Average (WMA) method. This method
applies a technique of assigning different weights to the available data, with the most recent data considered the most relevant for
forecasting, thus given a higher weight. In applying this weighted moving average method, management or data analysts must first
determine the weights (weight factors) of the existing data. The determination of these weights is subjective and depends on the
experience and opinion of the data analyst [8].

Besides the WMA method, the Lasso method (Least Absolute Shrinkage and Selection Operator) is also one of the techniques used in
prediction, especially in the context of regression. The Lasso method is a regularization technique that reduces model complexity by
adding a penalty to the absolute value of the regression coefficients [9]. This technique effectively addresses the problem of overfitting
that often occurs when the model has too many predictor variables.

PT. Mora Niaga Jaya, an oil palm plantation company, faces challenges in determining the optimal production quantity because
production results significantly impact the demand for processed products and the company's budget. To assist in making more accurate
decisions, predicting the total daily production of palm oil becomes crucial. The Weighted Moving Average (WMA) method is proposed
because it gives greater weight to the most recent data, making it responsive to trend changes without assuming a specific data
distribution [10]. In addition, the Lasso method (Least Absolute Shrinkage and Selection Operator) can also simplify prediction models
by reducing insignificant variables, thereby increasing accuracy and avoiding overfitting [11]. The combination of these two methods is
expected to produce more accurate predictions of daily palm oil production and support the company's strategic decisions more
effectively.

2. Literature Review

2.1. Palm Oil

Oil palm is one of Indonesia's leading commodities, and it is growing rapidly. To achieve optimal results in oil palm cultivation, three
essential factors must be considered: the environment, the land's physical properties, and the soil's or soil fertility's chemical properties.
In commercial plantations, oil palm can grow well at temperatures between 24 and 28 degrees Celsius. To achieve optimal results, it is
crucial to pay attention to the physical and chemical properties of the soil, including good soil structure and adequate drainage [12].

Oil palm plantations play a significant role in the country's economy and provide many jobs for the community. In October 2023,
Indonesia’s palm oil production reached 4.95 million tons, an increase of 9.17% from the previous month of 4.54 million tons. Oil palm
plays an essential role in producing crude palm oil (CPO) and palm kernel oil (PKO) through the processing of Fresh Fruit Bunches
(FFB), making it one of the leading commodities in Indonesia's agricultural sector [13].

2.2. Knowledge Discovery In Database

Knowledge Discovery in a Database (KDD) is a method for discovering unknown knowledge and information from a database.KDD is
often a synonym for data mining, although the two terms have different concepts. However, both are interconnected, where data mining
is the core of the entire KDD process. Data mining is a technique for discovering, searching, and extracting new information and insights
from enormous datasets by integrating or combining it with other fields of science, such as statistics, artificial intelligence, and machine

learning, producing valuable information [14].
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2.3. Data Mining

Data mining is discovering or extracting new patterns from large datasets using methods from statistics and artificial intelligence [15].
This technique allows the discovery of desired patterns to extract useful information from large, complex databases. These patterns are
identified using tools to provide valuable and in-depth data analysis. The results of this process can be further utilized with other decision
support tools to generate more comprehensive insights and assist in better decision-making.

Data mining is one of the most common techniques in knowledge discovery in a database (KDD), but it is also essential. This is because
Data Mining focuses on finding meaningful patterns in large data sets that may not be visible with traditional data analysis methods. This
technique integrates various disciplines, such as statistics, artificial intelligence, and machine learning, to extract information from
complex data. By using Data Mining, organizations can identify trends, anomalies, and relationships in data that can be used for various
purposes, including marketing, fraud detection, risk management, and much more.

In business, Data Mining helps companies understand customer behavior, identify new market opportunities, and improve operational
efficiency. In the scientific field, this technique is used to find patterns and relationships in research data that can lead to discoveries and
innovations. Therefore, Data Mining is a tool for data analysis and a critical component of modern data-driven decision-making
strategies [16].
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2.4. Predictions

Prediction is estimating future events, which includes various aspects such as time, quality, quantity, and location to meet the demand for
goods or services. Predictions can be classified based on the time frame into short-term, medium-term, and long-term, with short-term
covering a few days to a few months ahead. The function of prediction is to analyze past data behavior to provide systematic solutions
and increase confidence in the prediction results. Prediction methods are divided into two types: qualitative and quantitative. Qualitative
predictions are based on opinions, surveys, and expert opinions, while quantitative predictions are based on historical data and have two
main models: time series and causal. This prediction technique is widely used to estimate the optimal inventory of raw materials and
products to meet consumer demand and achieve optimal production targets, thereby maximizing profits [17]

2.5. Time Series

Time series is a forecasting system that collects patterns from historical data to predict future data. The advantage lies in its ease of use
and development without requiring complex systems like genetic algorithms or neural networks. In forecasting, time series models are
generally used more frequently. This forecasting method utilizes two main theories, namely smoothing and decomposition. Based on the
principle of Averaging Smoothing past error, Smoothing calculates the forecast value by adding previous forecast values and calculating
the percentage error between the actual value and the forecast value. Meanwhile, the decomposition method divides time data into
several main components, such as Trend, Cyclical, Seasonal, and Random Effects, which are combined to obtain more accurate
predictions from each element, except for the random effects that are difficult to predict. This approach provides a more detailed
structure for analyzing and predicting time series data patterns [18].

2.6. Weighted Moving Average

The Weighted Moving Average (WMA) method is a forecasting technique that considers the average value of a series of historical data,
giving more weight to more recent data. This method is very effective when recent trend changes are more relevant and must be
emphasized more than older data. In the WMA method, each historical data value is given a different weight, determining how much
influence the data value has on the prediction. The main principle of the WMA method is to multiply each historical data value by a
certain weight and then add up the results of these multiplications to get the predicted value. More weight is given to more recent data to
have a greater influence on the forecasting results. Here is the general formula used in WMA:

WMA = 2?:1rl[wxxx()
T wi

Information :

: Data value in period i
Xi

: Weight is given to the i-th period data
Wi

n : Total number of data periods used

: The sum of multiplying each data value by its weight.
Y (wi X x;)

: Total amount of weight given
n
i=1 Wi

The steps for using the Weighted Moving Average (WMA) method can be seen in the following explanation:

1. Determine the weight for each data period: The first step in the WMA method is determining the weight for each historical data. For
example, if we have data from three periods (n3), we might assign a weight of 3 to the most recent period, 2 to the period before that,
and 1 to the most distant period. These weights are assigned based on the importance of the data in determining the prediction. The
closer the data is to the prediction time, the greater the weight.

2. Multiply each data value by the specified weight: After determining the weight, each historical data value is multiplied by its weight.
For example, if historical data has weights, then we calculate them.

3. Adding the multiplication results: Add all the multiplication results from the second step to get the total weighted value. For example,

(wy X x7) + (wy X x5) + wg X xq
4. Adding all weights: Add all the weights determined to get the total weight. For example, .
w; +w, + wy
5. Generating predictions: The predicted value is obtained by dividing the total weighted value by the total weight:
WMA = (wy x )+ 0w, x x,)+ (w3 x x3)

w. Fwa+w-

2.7. Least Absolute Shrinkage and Selection Operator

The Lasso (Least Absolute Shrinkage and Selection Operator) method is a regression technique used for prediction and variable selection
in linear regression models. This method is very effective when there are many predictor variables, and only a few are relevant, and when
there is a risk of overfitting due to too many variables. The main principle of the Lasso method is to add a penalty to the absolute sum of
the regression coefficients during the model fitting process, which results in some regression coefficients being zero. This means that
Lasso performs parameter estimation and variable selection automatically, retaining only the most significant variables in the model.
Here is the general formula used in Lasso Regression:

2
Minimize = (X1, (v; — Bo — X7, Bixi)* + AXE_, 1Bi])
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Information :
: The value of the data observed in period i

Vi
: The predictor j value for the data i
Xij
. Intercept or constant in the model
B
: Regression coefficient for the j predictor variable
Bi
p : Total number of predictor variables
: Penalty parameter that controls the magnitude of the penalty on the absolute number of regression coefficients
y!
: Absolute sum of all regression coefficients
X5 18]

The steps for using the Lasso method in making predictions are as follows:

1. Preparing Data and Predictor Variables: The first step is to prepare the dataset with relevant variables that may influence the target
variable to be predicted. For example, in the case of predicting house prices, the predictor variables could include land area, building
area, number of bedrooms, etc.

2. Performing Data Normalization and Standardization: Data must be normalized or standardized to ensure all variables are on the
same scale. This is important because Lasso regression is sensitive to scale differences between predictor variables.

3. Choosing the Penalty Parameter (L): Choosing the optimal value of A is essential in Lasso. This A value controls the strength of the
penalty applied to the coefficients. This parameter is usually determined through cross-validation to find the value that produces the
best model performance.

4.  Applying Lasso Regression to the Data: After the value of A is determined, Lasso Regression is applied to the data. This method will
estimate the regression coefficients while applying a penalty to the absolute sum of those coefficients, thereby forcing some
insignificant coefficients to become zero.

5. Model Evaluation and Result Interpretation: The final step is to evaluate the model's performance using metrics such as Mean
Squared Error (MSE), R-squared, or other relevant metrics. A good Lasso model will balance prediction accuracy and model
simplicity, retaining only the most significant variables.

By following these steps, the Lasso method can be used to build an effective predictive model, helping to reduce the risk of
overfitting and improve model interpretability with optimal variable selection.

2.8. Evaluation Metrics

Evaluation metrics are measures or parameters used to evaluate the performance or accuracy of a model or algorithm in predicting or
classifying data [19]. These metrics help us understand how well or poorly the model handles a specific task. By using evaluation
metrics, we can get an idea of how close the model's predictions are to the actual values of the data, allowing us to assess the reliability
and accuracy of the model.

Some common examples of evaluation metrics are Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE).MAE
measures the average absolute error between the values predicted by the model and the actual values, providing a clearer picture of the
average error without giving more weight to larger errors like RMSE. Meanwhile, MAPE measures the average absolute error as a
percentage of the actual value, providing a perspective on how significant the error is relative to the predicted value [20].

Penggunaan metrik evaluasi yang tepat sangat penting dalam memastikan bahwa model yang dikembangkan memiliki kinerja yang
memadai dan dapat diandalkan untuk tugas yang diinginkan. Selain MAE dan MAPE, terdapat berbagai metrik evaluasi lainnya yang
dapat dipilih berdasarkan karakteristik dan kebutuhan spesifik dari tugas atau data yang sedang dianalisis.

3. Research methods

3.1. Place and Time of Research

The location and timing of this research are significant to ensure the smoothness and success of the study. This research will be
conducted at PT. Mora Niaga Jaya is in Rantau District, Aceh Tamiang Regency, Aceh Province. This location was chosen because it is
the main activity center for the total palm oil production data that will be investigated. The implementation of this research is planned to
start from November 2024 until completion. The selection of this time considers the most representative and relevant conditions to obtain
accurate and valuable data to understand the company's daily daily palm oil production movement.
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3.2. System Schema
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Fig 2. System Schema

Description of the system schema:

The system scheme illustrates the workflow carried out in the process of predicting palm oil production using two methods, namely
Weighted Moving Average (WMA\) and Least Absolute Shrinkage and Selection Operator (LASSO). The process begins with inputting
the research data, namely the historical data on palm oil production that will be used for prediction. After the data is entered, the next step
is to input the parameters of the two methods. Users need to specify the relevant parameters for each prediction method, such as the
WNMA period and the regularization value in LASSO.

Context: Users need to determine the relevant parameters for each prediction method, such as the WMA period and the regularization
value in LASSO. After the parameters are specified, the system will make predictions by performing calculations using the two selected
methods. Text to translate: After the parameters are determined, the system will make predictions by performing calculations using both
chosen methods. The results of this prediction will then be displayed in the form of graphs and evaluation metrics, such as MAE (Mean
Absolute Error) and MAPE (Mean Absolute Percentage Error), which indicate how accurate the predictions are compared to the actual
data. This process ends with the completion step, which suggests that the prediction has been completed and the results are ready to be
analyzed or used in palm oil production planning.

4. Results and Discussion

This study compares the Weighted Moving Average (WMA) method and the Least Absolute Shrinkage and Selection Operator (LASSO)
in predicting the total palm oil production at PT. Mora Niaga Jaya. The analysis used production data over four years, namely 2021,
2022, 2023, and 2024. The prediction results are evaluated by measuring the accuracy level using Mean Absolute Percentage Error
(MAPE) and Mean Absolute Error (MAE). The results show each method's performance in generating accurate predictions of total palm
oil production. With this comparison, it is hoped that the most optimal method can be identified to support decision-making in the
company's production planning. In addition, this research also provides an overview of the effectiveness of both approaches in handling
the production data patterns used.

4.1. White Box Testing

At this stage, the White Box Testing method ensures that each component in the system runs according to the previously determined
design. This testing focuses on testing the program's internal structure and logic flow, including checking conditions, loops, and code
paths to detect possible errors or anomalies not detected by other testing methods. This approach thoroughly tests each function and
subroutine to ensure no mistakes can affect the system's overall performance. Thus, White Box Testing helps ensure the developed
system operates efficiently and according to the expected specifications.

Table 1. White Box Testing

No Action Testing Output Results

‘Sliahkan Login!

Opening the Displaying the
1 System Login page Valid
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Action Testing Output
Pressing the Displaying the
Production production data .
Data Menu page Valid
Pressing the Displaying the
WMA Process WMA process i
Menu page Valid
Pressing the Displaying the
Lasso Process  process valid
Menu pageLASSO
Pressing the Displaying the
About Menu page about Valid
Pressing the . .
User Data Dlsgéz:;/ms gser .
Menu pag Valid

5. Conclusion

This study compares two methods of predicting palm oil production: the Weighted Moving Average (WMA) and LASSO. The results
show that WMA provides more realistic predictions than LASSO, although it still has a relatively high error rate. Meanwhile, LASSO
produces very inaccurate predictions, making it unsuitable for use in this context. The simultaneous use of both methods is considered
ineffective because their approaches and results are very different and do not complement each other. The data quality also plays a vital
role in the accuracy of predictions, especially in the LASSO method, which is sensitive to unclean data or data that does not meet the
model's assumptions. Overall, WMA is more suitable for predicting palm oil production because it can better adapt to trend changes.

However, it still requires refinement of its parameters to make the predictions more accurate.
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