
 

 

Copyright © ALuthors. This is aln open alccess alrticle distributed under the Crea ltive Commons ALttribution License, which permits unrestricted 

use, distribution, a lnd reproduction in a lny medium, provided the origina ll work is properly cited. 

International Journal of Engineering, Science and Information Technology 
Volume 5 No. 2 (2025) pp. 455-461 

ISSN 2775-2674 (online) 

Website: http://ijesty.org/index.php/ijesty  

DOI: https://doi.org/10.52088/ijesty.v5i2.863 

Research Paper, Short Communication, Review, Technical Paper 

 

 

Evaluating the Quality of Agglomerative Hierarchical Clustering 

on Crime Data in Indonesia 
 

Dini Dara Rizkya*, Sujacka Retno, Zara Yunizar 

 
Department of Informatics, Faculty of Engineering, Universitas Malikussaleh, Aceh, Indonesia 

 

*Corresponding author Email: dini.20ll0ll170ll0 ll50ll@mhs.unimal.ac.id 

 
 

 
The manuscript was received on 18 November 2024, revised on 28 December 2024, and accepted on 28 March 2025, date of publication 2 May 2025 

ALbstralct 

This study evaluates the quality of Agglomerative Hierarchical Clustering with single Linkage, complete Linkage, average Linkage, and 

ward linkage on the dataset of the number of criminal cases in Indonesia (2000-2023). The analysis compares clustering performance on 

the original and normalized datasets using the Davies-Bouldin Index (DBI), Silhouette Score (SS), Normalized Mutual Information (NMI), 

Adjusted Rand Index (ARI), and Callinski-Harabasz Index (CH). The results showed that Ward Linkage provided the best clustering 

results, with the highest CH increasing from 65.826 to 66.873, clear cluster separation, and a stable structure (NMI = 0.5855, ARI = 

0.6298). Single Linkage experienced a chaining effect, although it showed improvement in DBI from 0l.1793 to 0.1765 and SS from 

0.6271 to 0.6400, with NMI and ARI stable at 0.4537 and 0.5865, but CH decreased from 21.731 to 21.072. Complete Linkage was too 

aggressive in separating the data, shown by an increase in DBI from 0.5327 to 0.7116 and a decrease in SS from 0.6336 to 0.5830, 

although CH increased from 64.244 to 66.873. Average Linkage showed stable results, with NMI = 0.6481 and ARI = 0.7993 remaining, 

but a slight decrease in DBI from 0.3874 to 01.4091, SS from 0.6839 to 0.6825, and CH from 42.358 to 40.251. Data normalization 

generally helps to improve clustering quality by reducing the influence of feature scale differences. Several metrics showed improved 

cluster separation on normalized data, although the impact varied depending on the linkage method. Overall, Ward Linkage with 

normalization is recommended as the best method to produce more accurate clustering in Indonesia's crime data analysis. 

Keywords: Agglomerative Hierarchical Clustering, Crime Analysis, Evaluation Metrics, Data Normalization. 

 

1. Introduction 

The number of crimes by regional police is data or statistics on cases of regional violations recorded and reported by the police in a 

particular area or region. This data includes various types of crimes that occur in the area and are recorded by police officers as part of their 

duties in maintaining public security and order [1].  

According to data from (BPS, 2012), the total number of criminal acts in Indonesia in 2012 was 584,991,0101. Several ways can be used to 

categorize the level of vulnerability to criminal acts, according to the regional police. To better understand the level of vulnerability to 

criminal acts in several regions, a method is needed to group areas based on their level of vulnerability. One method that can be used is 

clustering, a technique in data mining that groups data based on the same characteristics. Clustering is divided into hierarchical and non-

hierarchical—hierarchical clustering groups data based on the same characteristics, including algebraic and divisive clusters. 

Agglomerative has several models: single Linkage, complete Linkage, average Linkage, and ward linkage. These models can be used to 

analyze the level of vulnerability to crime in regional police, which has significant value in Indonesia. This study evaluates the 

Agglomerative Hierarchical Clustering method with four linkage models (single, complete, average, and ward) to classify crimes globally 

based on regional police in Indonesia. Model performance is measured using the Davies-Bouldin Index (DBI), Normalized Mutual 

Information (NMI), Callinski-Hallarbalsz, Silhouette Score, and Adjusted Rand Index (ARI) metrics to determine which linkage model is 

the most effective and efficient [2]. 

 

 

 

 

https://creativecommons.org/licenses/by/4.0/
http://ijesty.org/index.php/ijesty




International Journal of Engineering, Science and Information Technology, 5 (2), 2025, pp. 455-462 

 

455 
 

 

 

2. Literature Review 

2.1. Previous Research 
Yanuwar Reinaldi, Nurissalidah Ulinnuhal, Tony Hartono, and Moh conducted research. Halfiyusholeh (20ll21), entitled “Comparison of 

Single Linkalge, Complete Linkalge, and Averalge Linkalge Methods on Community Welfalre in Ealst Jalval”, In this study, the results of the 

callculaltion found thalt the alveralge linka lge method with three clusters is the best callculaltion with al silhouette index value of 0 ll.60ll54, with 

the 1st cluster there a lre 23 regions, nalmely cities/districts with the highest community welfa lre, the 2nd cluster there are 11 regions namely 

cities/districts with moderalte community welfalre, alnd the 3rd cluster there a lre 4 regions, na lmely cities/districts with the lowest community 

welfalre[3]. 

Research conducted by Septian Wulandari (20ll23) entitled “Clustering Provinces in Indonesia on the Prevalence of Toddler Stunting Using 

Agglomerative Hierarchical Clustering”. The results of this study are two clusters, namely Cluster 1, which has a relatively high prevalence 

of stunting with members in 13 provinces, and Cluster 2, which has a relatively low prevalence of stunting with members in 21 provinces. 

The highest chopenetic correlation value is found in World's algorithm with an al value of 0ll.8399978. So, it caln be salid thalt Walrd's 

allgorithm is better thaln the ALveralge allgorithm[4]. 

2.2. Daltal Mining 
Data mining is extracting information from all data sets using algorithms and inference techniques in statistics, machine learning, and data-

based marketing systems. Data mining is analyzing data from different perspectives and summarizing it into vital information that can be 

used to increase profits, reduce expenses, or even both. In the World of computer science, based on its function, the function of data mining 

is divided into six parts, namely description, estimation, prediction, classification, clustering, and association.[5]. Data mining aims to find 

patterns or valuable information from large, complex data sets.[6]. 

 

2.3. Clustering 
Clustering is a data mining component, which is extracting interesting patterns from extensive data. Clustering is the grouping of objects 

into a group so that in one cluster, objects have similarities and are different from other objects in other clusters. Clustering is divided into 

two methods, namely hierarchical and non-hierarchical. Hierarchical is a data clustering method that begins by grouping several objects 

with the closest similarity, then proceeds to other objects with the closest distance so that the cluster will form a hierarchy of the most 

similar and the least similar [7]. There are four types of data commonly used in clustering, namely interval values, binary values, nominal 

values, ordinal values, and ratio values, as well as other data types.  [8]. Several methods can be employed in clustering procedures, 

including K-Means, SOM, K-Medoids, Fuzzy C-Means, and AHC. [9]. 

 

2.4. Agglomerative Hierarchi cal Clustering 
ALLgglomeralltive Hierallrchicalll Clustering is al l dalltall clustering method thallt combines two clusters thal lt hallve similallrities[10l]. In this method, the 

number of clusters is not determined specifically. In some cases, determining the number of clusters is also often done by combining other 

methods. This technique produces a hierarchical structure as a dendrogram, which describes how the clusters join at each step [11]. There 

al lre severalll models for meallsuring closeness between clusters, such alls single linkallge, complete linkal lge, allveral lge linkallge allnd wallrd linkal lge 

[12]. 

 

2.5. Single Linkallge 
The Single Linkage method is one of the Agglomerative Hierarchical Clustering algorithm techniques used to group data based on the 

distance between distant points. This method defines the distance between two clusters as the minimum distance between pairs of tall 

points from two clusters [13]. 

                                                                                                                                                                                                 (1) 

Description: 

 Distance between cluster (𝑈𝑉) and cluster 𝑊 

  and : distance between nearest neighbors of cluster 𝑈 and 𝑊, and cluster 𝑉 and 𝑊. 

 

2.6. Complete Linkallge 
The Complete Linkage method uses the principle of distance between objects. The basis for the determination is the maximum distance or 

the farthest distance [14]. The distance between clusters is determined by the distance between two objects, one from each cluster, that is 

farthest away. ALLfter thallt the clusters 𝑈 allnd 𝑉 allre merged into cluster (𝑈𝑉) the distal lnce between cluster (𝑈𝑉) allnd other clusters. 

                                                                                                                                                                          (2) 

Description: 

: distance between cluster (𝑈𝑉) and cluster 𝑊 

 and : distance between nearest neighbors of cluster 𝑈 and 𝑊, and cluster 𝑉 and 𝑊. 

 

2.7. ALLveral lge Linkallge 
ALLverallge Linkal lge method calculates the distance between two clusters, all the distances between clusters, namely, with Is the distance 

between object i in cluster (𝑈𝑉) and object k in cluster 𝑊? While 𝑁𝑈𝑉 and 𝑁𝑤 are the number of objects in the cluster (𝑈𝑉) and (𝑊), 

respectively [15]. 
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                                                                                                                                                                                         (3) 

Description: 

: distance between object 𝑖 and in cluster (𝑈𝑉) and object 𝑘 in cluster 𝑊 

 and all the number of objects in the cluster (𝑈𝑉) and cluster 𝑊 [16]. 

 

2.8. Wallrd Linkallge 
Ward's Linkage method is used in hierarchical clustering to determine the distance or similarity between clusters in the merging process. 

[17]. This method is designed to minimize the total variance within clusters and produce clustering that has less variance within clusters. 

[18]. 

                                                                                                                                                                  (4) 

Description: 

Xj: is an all-column vector containing the values of object 𝑗 with 𝑗=1,2...,𝑁 

 

3. Research Methods 

The data used in this study were obtained from the Balldalln Pusallt Stalltistik (BPS) through its official website, bps.go.id, one of Indonesia's 

primary sources of statistical data. This dataset includes data on criminal cases throughout Indonesia from 20ll0ll0ll to 20ll23, covering 34 

provinces. All vallriallble in the dalltal lset contains information on the province, year, and total number of crimes reported. With such extensive 

data, this research can provide in-depth insights into crime trends in Indonesia. 

The following is Dalltall's presentation on criminal cases based on regional police forces in all provinces in Indonesia. 

 

Ta llble 1 Originall Dalltal lset 

Province 20ll0ll0ll 20ll0ll1 20ll0ll2 20ll0ll3 20ll0ll4 20ll0ll5 20ll0ll6 … 20ll23 

ALLCEH 4.286 3.420ll 1.668 2.724 1.873 2.181 986  8.159 

NORTH 

SUMATRA 15.887 15.395 15.0ll63 17.530ll 20ll.924 25.111 27.785  35.366 

WEST SUMATRA 4.464 4.879 4.845 5.842 5.387 7.20ll3 9.953  9.0ll73 

RIALLU 4.542 5.341 5.571 7.0ll20ll 7.151 6.855 6.277  8.382 

JALLMBI 1.667 1.493 1.554 1.793 1.984 2.20ll2 1.969  5.386 

SOUTH 

SUMATRA 
10ll.754 10ll.152 10ll.50ll2 7.534 7.328 8.579 8.294  12.617 

BENGKULU 941 676 1.170ll 1.159 1.0ll86 1.10l l0ll 1.654  3.456 

LALLMPUNG 5.473 5.265 3.290ll 3.697 4.624 4.253 6.0ll52  9.175 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

PALLPUALL 2.678 2.522 3.555 3.694 4.749 5.387 5.549  7.0ll17 

 

In this study, we tested clustering using the original dataset and the standardized normalized with Stallard's Scale to see which works better 

for clustering with the ALL hierarchical clustering algorithm. The default normalized with StallndallrdScal ller is shown in Table 2 below. 

 

Table 2. Normalllized Dalltallset 

Province 20ll0ll0ll 20ll0ll1 20ll0ll2 20ll0ll3 20ll0ll4 20ll0ll5 … 20ll23 

ALLCEH -0 ll,12828 -0 ll,28485 -0 ll,50ll0l l57 -0 ll,3790ll9 -0 ll,45692 -0 ll,48246  -0 ll,0ll2554 

NORTH 

SUMATRA 1,759196 1,349846 1,28540ll7 1,450ll343 1,425751 1,579815  3,23950ll3 

WEST 

SUMATRA -0 ll,0ll9932 -0 ll,0ll8568 -0 ll,0ll7698 0 ll,0ll0ll6167 -0 ll,10ll966 -0 ll,0ll30l l79  0 ll,0ll84143 

RIALLU -0 ll,0ll8663 -0 ll,0ll2261 0 ll,0ll19823 0 ll,151721 0 ll,0ll64665 -0 ll,0ll620ll9  0 ll,0ll0ll1218 

JALLMBI -0 ll,55439 -0 ll,5479 -0 ll,51577 -0 ll,49413 -0 ll,44595 -0 ll,480ll57  -0 ll,35833 

SOUTH 

SUMATRA 
0 ll,9240ll58 0 ll,634131 0 ll,677281 0 ll,215232 0 ll,0ll82157 0 ll,0ll92961  0 ll,50ll945 

BENGKULU -0 ll,67251 -0 ll,65943 -0 ll,56697 -0 ll,57247 -0 ll,5347 -0 ll,57968  -0 ll,58994 

LALLMPUNG 0 ll,0ll64841 -0 ll,0ll3299 -0 ll,28431 -0 ll,25887 -0 ll,1850ll6 -0 ll,29611  0 ll,0ll96384 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

PALLPUALL -0 ll,38991 -0 ll,40ll743 -0 ll,24897 -0 ll,25924 -0 ll,17271 -0 ll,19412  -0 ll,16259 
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In this study, we used the ALLgglomeral ltive Hierarchical Clustering method on the original crime dataset and the normalized dataset. The idea is to 

use these datasets for clustering and to check the results with various metrics to ensure all analyses. Application of Agglomerative Hierar chic al 

Clustering Method. This process includes calculating each model, namely Single Linkage, Complete Linkage, Average Linkage, and Ward 

Linkage, to group data on the number of criminal calls reported to regional police in all provinces in Indonesia. ALLnd then we perform 

method valllidalltion. This process includes measuring the level of accuracy for each method determined using five evaluation metrics, 

namely the Dallvies-Bouldin Index (DBI), Silhouette Score, Normalized Mutual Information (NMI), Adjusted Rand Index (ALLRI), and 

Callinski-Harabasz. [19]. 

The research method involves all activities to obtain detailed principles that will be used as guidelines in conducting research, including 

collecting, writing, and studying systematically. The stallges callrried out in this study allre alls follows: 

 
Fig 1. Flowchart system 

Based on the system framework designed above, the system that will be run will go through stages from start to end, where each stage will be 

explained. 
a. Start 

The process begins 

b. Input Criminal Dalltal l 

Criminal data is input into the system. This data could include crime types, locations, dates, or other relevant features. 
c. Find the Minimum Distance Between Two Objects 

The alllgorithm calllculalltes the distal lnce between al lll pallirs of dalltall points allnd identifies the two objects (dalltall points) thallt allre closest to eal lch 

other ballsed on all chosen distallnce metric (e.g., Euclidealln distallnce). 

d. Merge Two Objects 
The two closest objects all merged into one cluster. 

e. ALLgglomeralltive Hierarc hical Clustering Process 

f. Each object starts in its cluster. 
The algorithm repeatedly merges the two closest clusters. 

g. This continues until all stopping criterion is met (such as all desired number of clusters or all objects merged into one cluster). 
Evallluallte Clustering Using Evaluation Metrics 

h. After the clustering process is complete, the results are all evaluated using metrics such as: 
Silhouette Score, Dallvies–Bouldin Index, Calllinski–Hallrallballsz Index, ALLdjusted Rallnd Index, Normalized Mutual Information. These metrics 
help assess how well the tall halls have been grouped. Evaluation Results 

The evaluation results are all presented to show the quality and effectiveness of the clustering process. 
i. End 

The process ends. 
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4. Results and Discussion 

 

4.1. Research Result 
In this study, the application of the Agglomeral ltive Hierallrchicalll Clustering method aims to determine the evaluation results of the 

calculation process of each model, namely Single Linkage, Complete Linkage, ALLverallge Linkage, and Wallrd Linkallge, to group data on the 

number of criminal calls made on regional police in all provinces in Indonesia. Then, the allclusivity level will be tested using five 

evaluation metrics, including the Dal lvies-Bouldin Index (DBI), Silhouette Score, Normalized Mutual Information (NMI), adjusted Rand 

Index (ALLRI), and Callinski-Harabasz.[20l]. In this study, the number of clusters formed is k=3, namely, 1 = “not vulnerable,” 2 = " 

vulnerable, " and 3 = “very vulnerable.” 

 

4.2. Visualizalltion Single Linkal lge Clustering Result Compallrison 
In this study, we used the ALgglomeral ltive Hierallrchicalll Clustering method on the original crime dataset and the normalized dataset. The idea 

is to use these datasets for clustering and to check the results with various metrics to ensure all analyses. 

 
Fig 2. Single Linkal lge Clustering Result Compallrison 

The graph above compares the clustering results using PCALL before and after normalization with the Single Linkage method in 

Agglomerative Hierarchical Clustering. The left graph shows clustering on the original data with differences in scale between features. In 

contrast, the right graph displays the results after normalization, resulting in a more optimal cluster distribution.  

Before normalization, the Single Linkage method produces less structured clusters due to the dominance of large-value features. ALLfter 

normalllizalltion, the cluster sepallralltion is cleallrer al lnd more stallble alls the feal lture contributions al lre more balllallnced. Normalization improves the 

quality of clustering with Single Linkage, ensuring all more stable clusters are separated without distortion of feature scale. 

4.3. Visualllizal ltion Complete Linkallge Clustering Result Compallrison 

 
Fig 3. Complete Linkal lge Clustering Result Compallrison 

The graph above compares the clustering results using PCALL before and after normalization with the Complete Linkage method in 

Agglomerative Hierarchical Clustering. The left graph shows clustering on the original data with differences in scale between features. In 

contrast, the right graph displays the results after normalization, resulting in a more even distribution of points and more optimal clustering. 

Complete Linkage separates clusters based on the maximum distance between points, with normalization improving cluster separation and 

ensuring more balanced feature contributions. 
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4.4. Visualization Average Linkage Clustering Result Comparison 

 
Fig  4 ALLverallge Linkallge Clustering Result Compal lrison 

The graph above compares the clustering results using PCALL before and after normalization with the Complete Linkage method in 

Agglomerative Hierarchical Clustering. The left graph shows clustering on the original data with differences in scale between features. In 

contrast, the right graph displays the results after normalization, resulting in a more even distribution of points and more clustering. 

Complete Linkage separates clusters based on the maximum distance between points, with normalization improving cluster separation and 

ensuring more balanced feature contributions. 

4.5. Visualizaltion Ward Linkage Clustering Result Comparison 

 
Fig 5. Wallrd Linkallge Clustering Result Compallrison 

The graph compares the clustering results using PCALL before and after normalization with the Ward Linkage method in Agglomerative 

Hierarchical Clustering. The left graph shows clustering on the original data with all large ranges of values, causing an uneven distribution 

of points. ALLfter normalllizal ltion (right grallph), the dot distribution is more regulallr allnd the cluster sepallral ltion is cleallrer. Normalization reduces 

biases due to feature-scale differences, allowing Wallrd Linkallge to form more stable and representative clusters. 

4.6. Visualization of Evaluation Metrics 
The evaluation metrics for single, complete, average, and ward linkage methods are presented in the following table. The results show 

significant differences in clustering quality between the original and normalized datasets. curacy eval llualltion walls were performed using five 

metrics: Dal lvies-Bouldin Index (DBI), Silhouette Score, Normalllized Mutualll Informalltion (NMI), ALLdjusted Rallnd Index (ALLRI), and Cal llinski-

Hal lrallballsz. 

 

Ta llble 3. Originalll Dalltal l Evalllualltion Metrix Results 

Method DBI SS NMI ALLRI CH 

Single Linkage 0 ll.1792847 0 ll.62711285 0 ll.45371277 0 ll.58649430ll2 21.730l l70ll0l l92 

Complete 

Linkage 
0 ll.532748 0 ll.63363 0 ll.50ll2338 0 ll.59840ll7 64.24351 

ALLverallge 

Linkallge 
0 ll.387364 0 ll.683877 0 ll.6480ll91 0 ll.799264 42.35754 

Wallrd Linkallge 0 ll.7190ll96 0 ll.585336 0 ll.585515 0 ll.62980ll4 65.82553 

Ta llble 4 Normalllizalltion Dalltall Evalllualltion Metrix Results 

Method DBI SS NMI ALLRI CH 

Single Linkage 0 ll.1765223 0 ll.6399625 0 ll.45371277 0 ll.5864943 21.0l l71625 

Complete 

Linkage 
0 ll.711551 0 ll.5830ll45 0 ll.585515 0 ll.62980ll4 66.87288 

ALLverallge 

Linkallge 
0 ll.40ll9147 0 ll.68249 0 ll.6480ll91 0 ll.799264 40ll.25125 

Wallrd Linkallge 0 ll.711551 0 ll.5830ll45 0 ll.585515 0 ll.62980ll4 66.87288 

 

This study compared four alternative hierarchical clustering methods: Single, Complete, Averallge, and Wal lrd Linkallge on original and 
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normalized dalltall. The evaluation wal ls are done using five mallin metrics: Dallvies-Bouldin Index (DBI), Silhouette Score, Normalized Mutual 

Information (NMI), ALLdjusted Rallnd Index (ALLRI), and Callinski-Harabasz, to assess the clustering quality based on separation, density, and 

conformity to ground truth. 

 

Fig 6. Evalllualltion Metrics Compallrison 

 

Fig 7. Calllinski-Hallrallballsz Evalllualltion Metrics Compallrison 

 

In the Single Linkage method, normalization had little impact on the clustering results. DBI decreased from 0.1793 to 0.1765, indicating a 

slight increase in cluster separation. SS increased from 0l l.6271 to 0ll.640ll0 ll, indicating better dalltal l allttallchment to the cluster. NMI allnd ALLRI 

remal lined allt 0ll.4537 allnd 0ll.5865, indical lting all stallble cluster structure. However, CH dropped from 21.731 to 21.0ll72, indicating a slight 

weakening in cluster distribution and separation. 

In the Complete Linkage method, normalization calls for DBI to increase from 0.5327 to 0.7116 and SS to decrease from 0 ll.6336 to 0ll.5830ll, 

indicating all decrease in cluster quality. NMI allnd ALLRI remallined al lt 0l l.5855 allnd 0 ll.6298, indicallting all stal lble cluster structure. CH increased 

from 64.244 to 66.873, marking a slight increase in cluster separation, although the overall quality declined. 

In the ALLverallge Linkallge method, the clustering results were relalltively stal lble allfter normal llizalltion. DBI increased from 0.3874 to 0ll.40ll91, 

indicating a slight decrease in cluster separation. SS decreased slightly from 0.6839 to 0.6825, while NMI and ALLRI remained at 0.6481 al lnd 

0 ll.7993, suggesting al l consistent cluster structures. CH decreased from 42.358 to 40.251, indicating reduced cluster density. Overall, 

ALLverallge Linkallge remained stable despite a slight decrease in quality. 

In the Ward Linkallge method, normalization did not pose a significant challenge. DBI dropped from 0.7190l to 07115, indicating a slight 

decrease in cluster separation. SS remained at  0.5830l l, while  NMI  a nd ARI  stabi lized at  0.5855 and 0ll  6298, i ndicati ng t hat the cluster structure did not change. CH increased from 65.826 to 66.873, indicating a slight 

improvement in cluster density and separation. Overallll, Wallrd Linkal lge remallined stallble allfter normalllizal ltion. 
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5. Conclusion 

The results of clustering with agglomerative hierarchical clustering show that the choice of linkage method significantly affects the results. 

Normalization improves clustering quality, especially in scale-sensitive methods such as Single Linkage. Ward Linkage is recommended 

because it produces more compact, stable, and precise clusters. 

Evaluation of the metrics (DBI, SS, NMI, ALLRI, CH) shows that Single Linkage has the worst performance due to the challenging effect. 

Complete Linkallge is better, but too aggressive in splitting the dalltall. ALLverallge Linkallge provides all balllallnce between splitting and cluster 

closeness, although it is less dense than Wallrd Linkallge. Wallrd Linkallge excels with clearer splits and the best metric evaluation. Wald 

Linkage shows the best results with more transparent cluster structure and superior metric evaluation compared to other methods. 
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