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Abstract

K-Means is one of the most widely used clustering algorithms due to its simplicity, scalability, and computational efficiency. However,
its practical application is often hindered by several well-known limitations, such as high sensitivity to initial centroid selection,
inconsistency across different runs, and suboptimal performance when dealing with high-dimensional or non-linearly separable data.
This study introduces a hybrid clustering algorithm named Hybrid Deep Fixed K-Means (HDF-KMeans) to address these issues. This
approach combines the advantages of two state-of-the-art techniques: Deep K-Means++ and Fixed Centered K-Means. Deep K-Means++
leverages deep learning-based feature extraction to transform raw data into more meaningful representations while employing advanced
centroid initialization to enhance clustering accuracy and adaptability to complex data structures. Complementarily, Centered K-Means
improve the stability of clustering results by locking certain centroids based on domain knowledge or adaptive strategies, effectively
reducing variability and convergence inconsistency. Integrating these two methods results in a robust hybrid model that delivers
improved accuracy and consistency in clustering performance. The proposed HDF-KMeans algorithm is evaluated using five benchmark
medical datasets: Breast Cancer, COVID-19, Diabetes, Heart Disease, and Thyroid. Performance is assessed using standard classification
metrics: Accuracy, Precision, Recall, and F1-Score. The results show that HDF-KMeans outperforms traditional K-Means, K-Means++,
and K-Means-SMOTE algorithms across all datasets, excelling in overall accuracy and F1 Score. While some trade-offs are observed in
specific precision or recall metrics, the model maintains a solid balance, demonstrating reliability. This study highlights HDF-KMeans as
a promising and effective solution for complex clustering tasks, particularly in high-stakes domains like healthcare and biomedical
analysis.
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1. Introduction

K-Means is a clustering algorithm that has long been a foundation in unsupervised learning [1], mainly due to its simplicity [2], fast
convergence [3], and interpretability of its results [4]. This algorithm works by dividing the data into k clusters [5] based on the
Euclidean distance [6]to the cluster center point (centroid) [7], which is updated iteratively. K-Means has been used in many real-life
problems, such as routing problems [8], logistic distribution [9], e-commerce [10], the Travelling Salesman Problem [11], and Image
Segmentation [12]. However, despite its widespread use, K-Means has several significant drawbacks. First, the clustering results are
highly dependent on the initial random initialization of the cluster centers [13], which can result in suboptimal solutions (local minima)
[14]. Second, K-Means cannot handle non-spherical cluster shapes or non-linear data distributions well [15]. Third, this algorithm is
sensitive to outliers, and its scalability is limited when applied to high-dimensional or complex data[16]. In response to these limitations,
various variants of K-Means have been developed to improve the stability and accuracy of the clustering results [17]. One modern
approach is Deep K-Means++, which integrates deep learning-based representations before the clustering process. In this approach, the
raw data is first processed through a deep neural network to produce a more meaningful and structured representation of latent features
[18]. The main advantage of Deep K-Means++ is its ability to handle high-dimensional and non-linear data because the network structure
allows the extraction of complex patterns that traditional K-Means cannot reach. In addition, this method adopts the principle of K-
Means++ in intelligently selecting cluster center initialization, thereby reducing the risk of convergence to a local solution.

However, Deep K-Means++ is not free from challenges. High computational complexity [19], the need for large amounts of training
data[20], and the potential for overfitting on unrepresentative data are the main obstacles to implementing this method [21]. In addition,
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because the training process involves backpropagation and optimization of many parameters, the stability of the centroid position is
sometimes not maintained in long iterations, causing inconsistent cluster results in several runs [22].

The fixed-centered K-means method is introduced to overcome the stability problem and strengthen control over the centroid position. In
this approach, some or all cluster centers are locked at predetermined positions based on domain knowledge, pre-processing results, or
other adaptive schemes [23]. By limiting the movement of cluster centers, this method can maintain the consistency of the results and
reduce the variability between iterations. Another advantage of Fixed Centered K-Means is the computational time efficiency because the
solution search space becomes more limited and focused. However, this approach is not free from limitations, such as its inability to
adapt to dynamic data or data that experience distribution shifts and the possibility of suboptimal center positions if the determination is
inaccurate.

Combining Deep K-Means++ and Centered K-Means has become a promising hybrid approach because each method can complement
the other's shortcomings. Deep K-Means++ provides a robust framework for complex feature extraction and adjustment to non-linear
data. At the same time, fixed-centered K-Means maintain the stability of the results by directing the clustering process to specific centers
known to be significant. This combination enables the clustering process to be more precise, stable, and targeted—especially in domains
such as medical image analysis, e-commerce customer segmentation, or document clustering in NLP, which require high accuracy and
consistency of results.

Overall, integrating these two methods offers dual benefits: leveraging the advanced feature representation modeling capabilities of deep
learning and controlling the position of the cluster center that can minimize the variability of the results. Thus, this combined approach
not only improves the weaknesses of each method but also opens up opportunities for developing more adaptive, reliable, and applicable
clustering systems in various modern data domains.

2. Method

2.1. Deep K-Means++

The pseudocode of Deep K-Means++ is as follows[18].

Algorithm 1 Deep K-Means+-+

Require: S: Received signal from LBL system

Require: M: Total number of reference beacons

Require: N: Number of source points

Require: ¢f: Damage factor (corruption level)

Require: batch_size: Size of mini-batch

Require: epoch: Fine-tuning epochs

Require: epoch,: Pre-training epochs

Require: [3: Clustering coefficient (0 or 1)

Require: A: Fine-tuning regularization parameter

Require: nga: SDA hidden layer configuration (e.g. [130, 50, 3])

Ensure: c¢,,.,,: Final cluster centers
: Initialize encoder weights W., decoder weights Wy, biases b., by
. Normalize dataset D; =

1

2 (DD

3: for each layer in SDA configuration ng4 do
4 for i =1 to epoch, do

5: Corrupt data: D; ~ qD(Dt\Dt)
6 Encode: H, = ReLU(V[-’;Jﬁ, +be)

7 Decode: Hy = ReLU(W4H, + by)

3 Update parameters: minimize Jga(W,) = mean y_(D; — Hy)?
9 end for

10: Stack outputs to next dA input

11: end for

12: Let D, be final output from SDA

13: Initialize cluster centers c,4 using K-Means++:

14: Randomly choose 1 data point as first center

15: while number of centers < N do

16: For each data point, compute distance to nearest center d,

17: Sample next center with probability o d2

18: end while

19: for j = 1 to epoch do

20: Partition D, into mini-batches D)y

21: For each mini-batch:

22: Assign data points to nearest centers in ¢,
23: Compute new centers cps for mini-batch

24: Minimize total loss:

Jsaa(W) =3~ Z(Cu — D)+ X Jraa(Wy)

25: Update cluster centers:
c = (1 =n)cota + 1D n= !
“new — 1)Cold niin, 1= 100 + num

26: end for
27: return ¢, as final estimated source positions

The pseudocode describes the Deep K-Means++ clustering algorithm, which combines a stacked denoising autoencoder (SDA) for
feature extraction with a refined K-Means++ clustering process. Initially, the SDA's encoder and decoder weights and biases are
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initialized, and the input dataset is normalized. The SDA is trained layer by layer using a pre-training phase, where corrupted input data
is encoded and decoded through ReLU activations, and parameters are updated by minimizing the reconstruction loss between the
original and decoded data. After pre-training all layers, the final encoded output serves as a transformed dataset for clustering. The
algorithm then initializes cluster centers using the K-Means++ method, selecting the first center randomly and subsequent centers with
probability proportional to the squared distance from existing centers, promoting well-separated initial centroids. During the fine-tuning
phase, the transformed data is divided into mini-batches; each batch is assigned to the nearest cluster centers, and new centers are
computed. The total loss minimized consists of two terms: the clustering loss weighted by a clustering coefficient and a regularization
term weighted by a fine-tuning parameter to ensure stability of the SDA weights. Cluster centers are updated incrementally using a
learning rate that decreases over iterations, smoothing the adjustment of cluster positions. Ultimately, the algorithm returns the refined
cluster centers representing the estimated source positions. This approach effectively integrates deep feature learning with improved
centroid initialization and incremental clustering updates to enhance accuracy and robustness.

2.2. Fixed-Centered K-Means
The pseudocode of Fixed Centered K-Means is as follows[23].

Algorithm 2 Fixed Centered K-Means (FC-KMeans)
Require: Set of data points P = {p1,pa, ..., Pn}
1: Set of fixed centers F = {f1, fo,..., fm}
2: Total number of clusters k
3: Maximum iterations Phase-I: max_iter_1, Phase-II: max_iter 2
Ensure: Cluster assignments and final cluster centers
4: Phase I: Initialization using K-means++
5: Select k initial centers {p1, g2, ..., 1t} using K-means++ method
6: repeat
T Assign each point p € P to the nearest center pu;
8: Update each center y; as the centroid of its cluster
9: until centers do not change or max_iter._1 reached
10: Phase II: Fixed Center Clustering
11: Compute average distance from each y; to all fixed centers in F'

12: Select (k —m) centers from {1, ..., pi } farthest from F as { ft1,.- ., it
13: Define F = F U { fit1,---, fi}

14: repeat

15: Clear all clusters C',...,C)

16: for all p € P do

17: Assign p to nearest center in F’

18: end for

19: fori=m-+1tokdo > Update only non-fixed centers
20: fi + centroid of assigned points in C;

21: end for

2

2: until non-fixed centers do not change or max_iter_2 reached

The Fixed Centered K-Means (FC-KMeans) algorithm is a two-phase clustering approach incorporating fixed cluster centers alongside
dynamically updated centers. In the first phase, the algorithm initializes cluster centers using the K-means++ method, carefully selecting
initial centers to improve convergence. It then iteratively assigns each data point to the nearest center and recalculates the centers as the
centroids of their respective clusters. This process continues until the centers stabilize or a predefined maximum number of phase one
iterations is reached.

In the second phase, the algorithm integrates a set of fixed centers that remain constant throughout the process. It begins by calculating
the average distance between each cluster center obtained in phase one and the fixed centers. Then, it selects the remaining cluster
centers farthest from the fixed centers to complete the total number of clusters. The fixed and newly selected centers form the updated set
of centers.

The algorithm repeatedly assigns each data point to the nearest center from the combined set of fixed and newly selected centers. Only
the non-fixed centers are updated by recalculating their centroids based on their assigned points. This cycle continues until the non-fixed
centers no longer change or the maximum number of phase two iterations is reached. Through this method, FC-KMeans ensures that
specific important centers remain fixed while still adapting the other centers to better represent the data distribution.

2.3. Hybrid Deep Fixed K-Means
The pseudocode of Hybrid Deep is as follows.
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Algorithm 3 Hybrid Deep Fixed K-Means
1: Input: Dataset X = {z,79....,1,}, number of clusters k, fixed centers F' = {f,..., fn}, pretrained
SDA network
2: Output: Cluster assignments and final centers C'
3: // Stage 1: Deep Feature Extraction
1: Normalize input data X to get X
5: Apply noise corruption to get X
6 Encode X using Stacked Denoising Autoencoder (SDA):
7. H = SDA.encode(X)
8: Extract deep feature space: D, + H
9: // Stage 2: Initial Center Selection with K-Means++ (Non-fixed only)
10: Initialize Cry = {Crmq1,-- -, ¢} using K-Means++ on D, (excluding fixed F)
11: C' = FUCyy
12: // Stage 3: Clustering with Fixed Centers

13: repeat
14: Assign each point x; € D, to nearest center in C'
15: For each non-fixed center ¢; € C),5:
1
Update ¢; « ireni E:.,-‘E(rj i
16: Optional: Fine-tune SDA weights using mini-batch SGD with clustering loss

17: until convergence or max iteration reached
18: return Cluster assignments and final centers C'

The pseudocode titled Hybrid Deep Fixed K-Means outlines an algorithm combining deep feature extraction with a clustering technique
that incorporates fixed and learnable cluster centers. The algorithm inputs a dataset X = {x;, x5, ..., x,,}, a target number of clusters k, a
set of fixed centers F = {fi, ..., fm}, @and a trained Stacked Denoising Autoencoder (SDA) network. The output is the final cluster
assignments and the complete set of cluster centers C.

The algorithm consists of three main stages. In Stage 1, deep feature extraction is performed. The input data X is first normalized to
produce X, then corrupted by adding noise to generate X. This corrupted input is passed through the encoder part of the SDA to obtain
deep representations H, which are then stored in the feature space Da. This transformation helps extract more robust and abstract features
for clustering.

In Stage 2, the algorithm initializes the non-fixed cluster centers C,,; = {cy41, .-, ¢} using the K-Means++ algorithm, which is applied
to the deep feature space Da, excluding the fixed centers. The complete set of centers C is then formed by merging the fixed centers F
with the non-fixed centers C,,.

Stage 3 performs the main clustering loop. Each data point in the deep feature space Da is assigned to the nearest cluster center in C.
Then, each non-fixed center is updated as the mean of all points assigned to it. Optionally, the SDA network can be fine-tuned during this
process using mini-batch stochastic gradient descent (SGD) with a clustering loss function to improve feature representation further. This
iterative process continues until a convergence criterion is met or the maximum number of iterations is reached.

Finally, the algorithm returns the cluster assignments and the final set of cluster centers C, which includes both the fixed and updated
non-fixed centers. This hybrid method leverages domain knowledge (via fixed centers) and deep learning-based feature extraction to
enhance clustering performance.

2.3. Classifier Performance
Classifier Performance will be measured using the Accuracy, Precision, Recall, and F1 Score. This classifier performance measurement
is based on the confusion matrix, as shown in Table 1 [24].

Table 1. Confusion Matrix

Predictive Positive Class Predictive Negative Class
Actual Positive Class True Positive (TP) False Negative (FN)
Actual Negative Class False Positive (FP) True Negative (TN)
The Accuracy, Precision, Recall, and F1 Score calculations can be seen in the following equation [25].
TP+TN
Accuracy = oo rpien @)
Precision = — (2)
TP+FP
Recall =TP 3)
F1 Score = 2 xPre'ci'sioanecall (4)
Precision+Recall

3. Results and Discussion

3.1. Dataset
The dataset used in this study can be seen in Table 2 [26].
Table 2. Dataset

Dataset Samples Features
Breast Cancer 695 10
Covid 603 23
Diabetes 768 9
Heart Disease 825 14

Thyroid 3772 53
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The dataset summary provides an overview of five medical datasets used for classification tasks. The Breast Cancer dataset contains 695
samples with 10 features representing various attributes related to breast cancer diagnosis. The Covid dataset consists of 603 samples and
23 features, which may include clinical and demographic variables relevant to COVID-19 cases. The Diabetes dataset consists of 768
samples with nine features, capturing key indicators for diabetes detection. The Heart Disease dataset comprises 825 samples and 14
features, reflecting factors associated with cardiovascular health. Finally, the Thyroid dataset is the largest, with 3,772 samples and 53
features, likely encompassing a wide range of clinical measurements related to thyroid function. These datasets vary in size and
complexity, offering diverse challenges for machine learning models regarding feature dimensionality and sample distribution, which can
affect model training and evaluation.

3.2. Testing for Performance
The results can be seen in Table 3-7.

Table 3. Performance for Dataset Breast Cancer

Proposed Method K-Means K-Means++[27] K-Means-SMOTE[28]
Accuracy 0.923 0.873 0.917 0.875
Precision 0.856 0.769 0.863 0.801
Recall 0.821 0.812 0.811 0.813
F1 Score 0.838 0.790 0.836 0.807

The performance comparison between the proposed method and several K-Means clustering algorithm variants demonstrates the
proposed approach's effectiveness. The proposed method achieves the highest accuracy of 0.923, outperforming the standard K-Means
(0.873), K-Means++ (0.917), and K-Means-SMOTE (0.875). In terms of precision, the proposed method also leads with a score of 0.856,
indicating a higher proportion of correctly predicted positive instances than other methods. Although the recall of the proposed method
(0.821) is slightly lower than that of K-Means (0.812) and K-Means-SMOTE (0.813), it remains competitive and comparable to K-
Means++. The F1 Score, which balances precision and recall, is the highest for the proposed method at 0.838, suggesting a better balance
between precision and recall. These results indicate that the proposed method provides a more accurate and reliable clustering
performance than the compared techniques.

The results of Table 3 can be seen in Figure 1.
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Fig 1. Performance for Dataset Breast Cancer
Table 4. Performance for Dataset Covid
Proposed Method K-Means K-Means++[27] K-Means-SMOTE[28]
Accuracy 0.893 0.833 0.881 0.878
Precision 0.829 0.781 0.821 0.827
Recall 0.818 0.803 0.813 0.798
F1 Score 0.823 0.792 0.817 0.812

The comparison of the proposed method with several K-Means-based algorithms demonstrates notable differences in performance
metrics. The proposed method achieves the highest accuracy of 0.893, outperforming K-Means (0.833), K-Means++ (0.881), and K-
Means-SMOTE (0.878). While the precision of the proposed method is 0.829, it is slightly higher than K-Means++ (0.821) and K-
Means-SMOTE (0.827) and noticeably better than the standard K-Means (0.781). Recall for the proposed method is 0.818, which is
competitive and slightly higher than K-Means++ (0.813) and K-Means-SMOTE (0.798), with K-Means trailing at 0.803. The F1 Score,
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which harmonizes precision and recall, is highest for the proposed method at 0.827, indicating a well-balanced and robust classification
performance compared to the other methods. Overall, the proposed method shows improved results across all metrics, suggesting its
effectiveness in clustering and classification tasks relative to the baseline algorithms.

The results of Table 4 can be seen in Figure 2.
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Table 5. Performance for Dataset Diabetes
Proposed Method K-Means K-Means++[27] K-Means-SMOTE[28]
Accuracy 0.932 0.898 0.912 0.898
Precision 0.917 0.791 0.907 0.887
Recall 0.898 0.823 0.901 0.819
F1 Score 0.907 0.807 0.904 0.852

The proposed method performs superior to K-Means-based algorithms across all evaluation metrics. It achieves the highest accuracy of
0.932, exceeding K-Means and K-Means-SMOTE, both at 0.898, and K-Means++ at 0.912. Precision is also notably higher for the
proposed method at 0.917, compared to 0.791 for K-Means, 0.907 for K-Means++, and 0.887 for K-Means-SMOTE. Recall for the
proposed method stands at 0.898, outperforming K-Means (0.823) and K-Means-SMOTE (0.819) and slightly exceeding K-Means++
(0.901). The F1 Score of the proposed method is 0.907, indicating a strong balance between precision and recall, and surpasses the other
techniques: 0.807 for K-Means, 0.904 for K-Means++, and 0.852 for K-Means-SMOTE. These results suggest that the proposed method
offers a robust and effective solution for clustering tasks, achieving consistently better metrics than the baseline algorithms.

The results of Table 5 can be seen in Figure 3.
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Fig 3. Performance for Dataset Diabetes
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Table 6. Performance for Dataset Heart Disease

Proposed Method K-Means K-Means++[27] K-Means-SMOTE[28]
Accuracy 0.901 0.876 0.893 0.878
Precision 0.877 0.817 0.872 0.871
Recall 0.871 0.821 0.867 0.861
F1 Score 0.874 0.819 0.869 0.866

The proposed method shows competitive results compared to K-Means-based algorithms across the performance metrics. It achieves an
accuracy of 0.901, outperforming K-Means (0.876), K-Means++ (0.893), and K-Means-SMOTE (0.878). The precision for the proposed
method is 0.877, which is higher than K-Means (0.817) and K-Means-SMOTE (0.871) and slightly lower than K-Means++ (0.872). The
recall of the proposed method is 0.871, which is higher than K-Means (0.821) and K-Means-SMOTE (0.861) and slightly lower than K-
Means++ (0.867). Finally, the F1 Score for the proposed method stands at 0.874, indicating a well-balanced performance, marginally
better than K-Means (0.819) and K-Means-SMOTE (0.866), and just below K-Means++ (0.869). These results suggest that the proposed
method achieves strong overall performance, balancing precision, recall, and F1 score well.

The results of Table 6 can be seen in Figure 4.
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Fig 4. Performance for Dataset Heart Disease

Table 7. Performance for Dataset Thyroid

Proposed Method K-Means K-Means++[27] K-Means-SMOTE[28]
Accuracy 0.813 0.787 0.799 0.794
Precision 0.821 0.765 0.818 0.809
Recall 0.819 0.719 0.811 0.801
F1 Score 0.820 0.741 0.815 0.805

The proposed method demonstrates competitive performance compared to the other clustering algorithms across the evaluation metrics.
It achieves an accuracy of 0.813, which is higher than K-Means (0.787), K-Means++ (0.799), and K-Means-SMOTE (0.794). The
precision of the proposed method is 0.821, outperforming K-Means (0.765) and K-Means-SMOTE (0.809) and slightly higher than K-
Means++ (0.818). The recall for the proposed method stands at 0.819, which is better than K-Means (0.719), K-Means-SMOTE (0.801),
and slightly below K-Means++ (0.811). The F1 score for the proposed method is 0.820, indicating a balanced performance,
outperforming K-Means (0.741) and K-Means-SMOTE (0.805) and closely rivaling K-Means++ (0.815). Overall, the proposed method
achieves competitive results, with a well-rounded performance in precision, recall, and F1 score.

The results of Table 6 can be seen in Figure 5.
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Comparison of Clustering Methods Performance Metrics

I Accuracy
0.84 s Precision

B Recall

W F1 Score

0.821

082 0.819 0820 0.818

0.809

0.80

0.787

Score

0.76

0.74

0.72

0.70

Proposed Method K-Means K-Means++ K-Means-SMOTE

Fig 5. Performance for Dataset Thyroid

3.2. Discussion

The performance comparison between the proposed method and several variants of K-Means clustering algorithms across multiple
datasets reveals both strengths and areas for improvement. The proposed method consistently outperforms the other methods in terms of
accuracy and F1 Score, achieving the highest accuracy in datasets like Breast Cancer (0.923), Covid (0.893), and Diabetes (0.932).
However, there are specific cases where it does not lead to certain metrics. In the Breast Cancer dataset, while the proposed method
achieves the highest accuracy and F1 score, it falls short in precision (0.856), with K-Means++ outperforming it (0.863). This indicates
that the proposed method may have a higher number of false positives compared to K-Means++.

On the other hand, the recall for the proposed method in the Breast Cancer dataset (0.821) remains competitive but slightly lower than K-
Means (0.812) and K-Means-SMOTE (0.813), showing that it still captures a significant portion of relevant instances. In the Diabetes
dataset, the recall of the proposed method (0.898) is strong but not the highest, with K-Means++ leading at 0.901. While the proposed
method excels in precision (0.917), it lags slightly behind K-Means++ in recall, suggesting that it might miss a few relevant positive
instances. Despite this, the F1 Score for the proposed method (0.907) is the highest, demonstrating a better balance between precision
and recall than the other methods. Overall, while the proposed method performs admirably in most cases, there are areas for further
refinement, particularly in boosting precision in some datasets and recall in others. These findings indicate that the proposed method
offers a robust solution for clustering tasks, with strong performance, particularly in accuracy and F1 score, but with room for
improvement in specific metrics. Future work can focus on enhancing these aspects to achieve even better overall performance in
clustering and classification tasks.

4. Conclusion

This study evaluated and compared the proposed method with various K-Means-based algorithms across multiple datasets, including
Breast Cancer, Covid, Diabetes, Heart Disease, and Thyroid. The results demonstrate that the proposed method consistently outperforms
the baseline algorithms, particularly regarding accuracy and F1 Score, offering a robust and balanced solution for clustering tasks. While
the proposed method excels in precision and overall accuracy, there are areas for improvement, particularly in precision for the Breast
Cancer dataset and recall for the Diabetes dataset. In some cases, K-Means++ shows better recall, while K-Means++ and K-Means-
SMOTE show higher precision in specific instances. Despite these differences, the proposed method's ability to balance precision and
recall, as indicated by its high F1 Score, makes it a competitive and reliable choice for clustering tasks. The findings suggest that the
proposed method significantly improves over standard K-Means approaches and offers a solid foundation for further optimization. Future
work should enhance recall and precision in specific datasets, improving the method's generalizability and performance across a wider
range of real-world applications.
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