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Abstract 

 

This research explores the optimization of YOLO-based computer vision algorithms for real-time recognition of Indonesian Sign 

Language (BISINDO) letters under diverse environmental conditions. Motivated by the communication barriers faced by the deaf and 

hearing communities due to limited sign language literacy, the study aims to enhance inclusivity through advanced visual detection 

technologies. By implementing the YOLOv5s model, the system is trained to detect and classify correct and incorrect BISINDO hand 

signs across 52 classes (26 correct and 26 incorrect letters), utilizing a dataset of 3,900 images augmented to 10,920 samples. 

Performance evaluation employs k-fold cross-validation (k=10) and confusion matrix analysis across varied lighting and background 

scenarios, both indoor and outdoor. The model achieves a high average precision of 0.9901 and recall of 0.9999, with robust results in 

indoor settings and slight degradation observed under certain outdoor conditions. These findings demonstrate the potential of YOLOv5 in 

facilitating real-time, accurate sign language recognition, contributing toward more accessible human-computer interaction systems for 

the deaf community. 
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1. Introduction 

Communication is one of the most essential needs in human life. Through communication, people can understand the intentions and 

goals of others, from sharing ideas to sending and receiving information [1]. However, it is different for those with physical limitations. 

People with hearing impairments usually communicate using sign language. 

Sign language is a form of non-verbal human communication expressed through hand movements to convey information to the recipient 

visually. It is commonly used by people who are deaf. The term "deaf" is generally used to describe hearing difficulties ranging from 

mild to severe, classified into deafness and hard of hearing [2]. One of the most effective types of sign language—not only limited to the 

deaf community but also accessible to everyone—is Indonesian Sign Language (BISINDO) [3]. 

BISINDO is a method of sign language used by individuals with hearing impairments, utilizing hand gestures, facial expressions, and 

body movements to form symbols representing letters or words. BISINDO is supported by the Indonesian Deaf Welfare Movement 

(GERKATIN) and was developed by the deaf community itself [4]. 

One of the major issues today is that most hearing people do not learn or understand how to use sign language. As a result, 

communication between hearing individuals and the deaf remains difficult. Therefore, it is necessary to develop a system that can easily 

recognize and translate an image or video into alphabetic text [5]. The application of the You Only Look Once (YOLO) algorithm for 

detecting BISINDO letters using Computer Vision focuses on recognizing letter similarities and improving precision in real time [6],[7]. 

YOLO is an object detection algorithm that divides an image into a grid system, where each grid cell is responsible for detecting objects 

within it [8],[9]. YOLO is one of the most well-known object detection algorithms due to its speed and accuracy [10]. 

Based on previous research by Steve Daniels et al., titled "Indonesian Sign Language Recognition using YOLO Method," an Indonesian 

Sign Language recognition system using YOLO was implemented. Their image and video data experiments achieved 100% and 72.97% 

accuracy, respectively [11]. Another study by Miguel Rivera-Acosta et al., titled "Spelling Correction Real-Time American Sign 
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Language Alphabet Translation System Based on YOLO Network and LSTM," successfully translated 24 ASL alphabet signs and two 

additional signs in real-time with a mAP@50 of 99.81% and a frame processing rate of 61.35 [12]. In comparison, research conducted by 

Mohamad Amar Mustaqim Mohamad Asri et al., titled "A Real-Time Malaysian Sign Language Detection Algorithm Based on 

YOLOv3," showed less promising results, with a detection consistency and identification accuracy of 63.06% during training and 72% in 

system implementation [13]. 

 

2. Literature Review  
Various studies have utilized the YOLO algorithm and deep learning techniques for visual recognition in different contexts, including 

sign language recognition [14],[15]. The license plate detection system using YOLO and Tesseract OCR successfully identified vehicle 

plates in both portrait and landscape orientations under sufficient lighting at a confidence threshold of 0.5 [16]. Life sign detection in 

disaster victims using YOLO and OpenPose achieved optimal results with a training configuration of 90%:10% data partition, 0.001 

learning rate, batch size of 64, and 1000 max batches [17]. Hand gesture detection based on image processing reached high accuracy 

levels—up to 98% across different background colours. A combination of YOLO and AlexNet achieved 100% classification accuracy for 

hand gestures under varying scales, orientations, lighting conditions, and complex backgrounds [18]. In comparison, the YOLOv3 model 

demonstrated strong performance with 97.68% accuracy and an F1-score of 96.70% [10]. In the context of BISINDO, a CNN-based 

system achieved 76% prediction accuracy, outperforming LeNet (19%) and AlexNet (60%) in real-time hand gesture recognition [19].  

 

3. Research Methods 

3.1. BISINDO 
Sign language is a method of communication that uses symbols without the use of voice, often referred to as non-verbal communication. 

The symbols used involve hand movements and other body parts, such as facial expressions, images, symbols, or gestures that carry 

specific meanings and can be understood by both the speaker and the receiver [12]. BISINDO (Indonesian Sign Language) is one of two 

sign languages used in Indonesia, alongside SIBI (Indonesian Sign System). The BISINDO alphabet consists of 26 characters, from A to 

Z. Some letters can be formed using one hand, such as C, E, I, J, L, O, R, U, V, and Z, while others require two hands to form, including 

A, B, D, F, G, H, K, M, N, P, Q, S, T, W, X, and Y. 

 
Fig 1. BISINDO Alphabet [20] 

3.2. You Only Look Once (YOLO) 
YOLO is an open-source object detection algorithm that prioritizes object detection speed and efficiency [21]. The YOLO model was 

introduced in 2016. Its working principle involves dividing an image into an S x S grid of cells before predicting objects. If the centre 

point of an object falls within a grid cell, that grid cell is responsible for detecting the corresponding object. Each grid cell predicts a 

bounding box and a confidence score [22]. The latest YOLO model is YOLOv5, developed by Joseph Redmon, one of the founders of 

Ultralytics LLC, in 2020. YOLOv5 offers several advantages over previous generations of YOLO. These include a more user-friendly 

PyTorch framework and easier training of custom datasets compared to the last DarkNet-based framework [14]. 

 

3.3. Confusion Matrix 
The confusion matrix is a performance evaluation tool for prediction methods that calculates the accuracy of the classification process 

[16]. The ratio of correct predictions to the total number of data determines accuracy. Precision is the ratio of accurate optimistic 

predictions to the total number of positive predictions. Recall is obtained from the ratio of accurate optimistic predictions to the total 

number of positive cases. In a confusion matrix, there are four possible outcomes when detecting objects: True Positive (TP), False 

Positive (FP), False Negative (FN), and True Negative (TN). The formulas for calculating Accuracy, Precision, and Recall using the 

confusion matrix are as follows (1)–(3): 

Accuracy = (TP + TN) / (TP + FP + FN + TN)       (1) 

Precision = TP / (TP + FP)               (2) 

Recall = TP / (TP + FN)                (3) 

 

3.4. K-Fold Cross Validation 
K-Fold Cross Validation is a statistical method used to evaluate the performance of a designed model or algorithm [23]. The dataset is 

divided into training and validation data in the training phase. The model is trained using the training data and validated using the 

validation data for K number of folds [24]. 

 

Fig 2. K-Fold Cross Validation [24] 
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In K-Fold Cross Validation, the training data is divided into K-1 for iteration 1, K-2 for iteration 2, and so on. The calculation formula 

depends on the type of cross-validation used. In this study, precision and recall formulas are applied to calculate the accuracy of the 

detection model. 

In this study, we propose a BISINDO alphabet recognition system, as depicted in Fig 3. This section comprises both the training and 

testing phases [25]. The training stage involves input, pre-processing, augmentation, generation, and the dataset, which will be explained 

in the following sections. 

 

Fig 3. Flowchart of the Research Design 

3.5. Input Image Data 
The image data used in this research consists of the BISINDO alphabet. In the BISINDO alphabet, there are 26 letters, where some letters 

can be formed using a single hand, such as "C, E, I, J, L, O, P, R, U, V, and Z," and others using both hands, including "A, B, D, G, H, K, 

M, N, P, Q, S, T, W, X, and Y," [26]. The first process is to collect data from 3900 datasets. The dataset is the BISINDO A-Z True and 

False alphabets taken using a smartphone camera with an aspect ratio of 4:3 and a background of black, white and red clothes with a 

white wall. 

 

3.6. Dataset Annotation 
The next step is annotation or labelling, which is performed using RoboFlow. In this stage, the author labelled a total of 3,900 images 

consisting of 26 "Correct BISINDO A–Z" classes and 26 "Incorrect BISINDO A–Z" classes, each containing 75 images. Labelling 

involves providing specific information about the location and type of objects in the pictures. This annotation information is essential for 

training the model to recognize and detect objects within the images [27]. 

 

3.7. Dataset Splitting 
After annotation, the dataset is split into training and validation sets. The training set consists of 3,510 images, which were augmented to 

become 10,350, while the validation set contains 390 photos. Dataset splitting is conducted to train and evaluate the model, prevent 

overfitting, and assess the model's performance. 

 

3.8. Pre-Processing  
In this stage, a pre-processing step is carried out by resizing the images to a smaller dimension to improve model training speed—from 

the original size of 3264x1840 to 416x416 (fit with white edges). This pre-processing was performed using RoboFlow [13]. 

 

3.9. Augmentation 
After pre-processing, dataset augmentation is applied to the training data, increasing the number of images from 3,900 to 10,920. The 

augmentations include horizontal flipping, brightness adjustment (between -10% and +10%), and noise addition (up to 5% of pixels). 

The augmentation step aims to increase the number of samples, enhance variability, improve model reliability, and reduce overfitting. A 

dataset generation process is then conducted on RoboFlow to store the results of dataset annotation, splitting, pre-processing, and 

augmentation into the RoboFlow database. 

 

3.10. Training Using Yolov5 
In this stage, the author performs model training using the YOLOv5 PyTorch format on the BISINDO dataset to evaluate model 

performance in Google Colab [28]. Several arguments are set during training, including image size, batch size, number of epochs, and 

weights. The training process results include evaluation outputs in .png format, such as the confusion matrix, precision-confidence, 

recall-confidence, F1-confidence, and precision-recall graphs. The final trained model is saved as a .pt file and uploaded to Google Drive 

for real-time testing using Anaconda Prompt. 

 

3.11. Webcam Input 
Webcam input is used during the system testing phase, utilizing the DroidCam application connected to a smartphone and a laptop 

camera to perform real-time testing. 

 

3.12. Trained Model 
At this stage, YOLOv5 loads the trained model in .pt format and processes the input image data from the webcam to perform object 

prediction and detection [29]. 
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3.13. Displaying Bounding Boxes 
After detection, the system displays bounding boxes that include each detected object's class and confidence score. YOLOv5 

continuously performs prediction and detection based on the webcam input, allowing real-time object detection. 

The YOLOv5 algorithm with the YOLOv5s variant works as follows: 

1.  The input image is divided into a 13x13 grid. 

2.  Each grid cell predicts three bounding boxes, each with attributes including x and y coordinates, width, height, and a confidence score. 

3.  The model predicts object classes for each bounding box using the softmax technique. 

4.  After processing all grid cells, the model applies non-maximum suppression (NMS) to eliminate overlapping bounding boxes that 

refer to the same object. This technique selects the bounding box with the highest confidence score. 

5.  The final output of the model is a list of selected bounding boxes along with the corresponding object classes and confidence scores. 

6.  The last step is to draw the bounding boxes on the input image and display the object detection results on the screen. 

 

4. Result and Discussion 

4.1. Model Evaluation 
The model evaluation was carried out using the 10-fold cross-validation method, where the dataset used was the result of splitting the 

data into training and validation sets [27]. The evaluation process involved 10 training iterations to obtain the Average Precision (AP) 

and Average Recall (AR) values. This method provides diverse insights into the model's performance; cross-validation was applied to 

give a more comprehensive evaluation. The evaluation results for each iteration are presented in Table 1. 

 

Table 1. Cross-validation K=10 

Cross-validation precision recall 

Iterasi 1 0.99012 1 

Iterasi 2 0.9904 0.99969 

Iterasi 3 
0.99016 1 

Iterasi 4 0.99005 1 

Iterasi 5 0.98988 1 

Iterasi 6 0.99001 1 

Iterasi 7 0.99013 1 

Iterasi 8 0.99018 0.99961 

Iterasi 9 0.99089 0.99978 

Iterasi 10 0.98949 1 

 

Based on Table 1, by performing cross-validation, the average values obtained were an Average Precision of 0.990131 or 99% and an 

Average Recall of 0.999908 or 99%. The evaluation results indicate the model has excellent performance; however, there is room for 

improvement. Researchers may enhance the model further to improve its performance in the future. 

 

4.2. Model Testing 
The testing of this system was conducted in real-time using an Android camera and a laptop, involving both self-testing and testing with 

other actors [30]. Each actor wore different coloured clothing and accessories. The tests were carried out in two conditions: indoor and 

outdoor environments. The evaluation results from the testing phase were analyzed using a confusion matrix, which provided values for 

accuracy, precision, and recall. The following are examples of terms used to describe the prediction results of a model or algorithm. 

 

 
     

 

 

 

 

 

        Fig 4. True Positive (TP)         Fig 5. False Positive (FP)      Fig 6. True Negative (TN)          Fig 7. False Negative (FN) 

 

Fig 4 True Positive (TP) is when the hand correctly forms the letter "a," and the system accurately predicts it as the correct letter. As 

shown in Fig 4, the class predicted by the model is "correct." Fig 5 False Positive (FP) is when the hand forms the letter "t correctly," but 

the system fails to predict it accurately. As illustrated in Fig 5, the class predicted by the model is "x incorrect." Fig 6 True Negative 

(TN) is when no letter is formed, and the system does not display a bounding box correctly. Fig 7 False Negative (FN) is when a letter is 

formed, but the system fails to display the corresponding bounding box. As shown in Fig 7, when the hand correctly forms the letter "m," 

the system cannot display a bounding box labelled "m correct." 

 

4.3. Indoor Testing 
The testing in this category was conducted indoors, with a testing distance of approximately ±70 cm and the camera positioned at chest 

height. The light intensity was around ±10 LUX, measured using the Lux Light Meter application. The author wore red clothing, a 

striped shirt, and a long-sleeved maroon top, with a white cloth background used for certain letters such as "Z," and accessories including 

a wristwatch and rings. Meanwhile, the other actor wore black clothing with a white wall as the background for specific letters like "Z." 
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The test results were manually recorded one by one from the letter A to Z. The following are examples of indoor testing using 

accessories with both hands and one hand. 

 

 

 

 

 

 

 

Fig 8. Testing with accessories (an correct)    Fig 9. Testing with accessories (an Incorrect) 
 

The confusion matrix for Test 1 using accessories in an indoor setting is presented in Table 2. 

 

Table 2. Confusion Matrix Testing (Correct) 

Correct 

Class 
Indoor testing using 

accessories  
Testing with a 

Striped Shirt in an 

Indoor Setting 

Testing with 

Another Actor in an 

Indoor Setting 

Long-sleeve testing 

indoors 
Indoor Testing with 

Laptop Camera 

TP TN FP FN TP TN FP FN TP TN FP FN TP TN FP FN TP TN FP FN 

A Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

B Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

C Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

D Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

E Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

F Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

G Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

H Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

I Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

J Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

K Correct 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

L Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

M Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

N Correct 1 1 1 0 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 

O Correct 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 1 0 

P Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

Q Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

R Correct 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 

S Correct 1 1 0 0 0 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

T Correct 1 1 0 0 0 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

U Correct 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

V Correct 1 1 0 0 0 1 0 1 1 1 1 0 1 1 0 0 1 1 0 0 

W Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

X Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

Y Correct 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

Z Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

Total  26 26 1 0 23 26 6 1 26 26 2 0 26 26 0 0 26 26 0 0 

 

Table 3. Confusion Matrix IndorTesting (Correct) 

Incorrect 

Class 
Indoor testing using 

accessories  
Testing with a 

Striped Shirt in an 

Indoor Setting 

Testing with 

Another Actor in an 

Indoor Setting 

Long-sleeve testing 

indoors 
Indoor Testing with 

Laptop Camera 

TP TN FP FN TP TN FP FN TP TN FP FN TP TN FP FN TP TN FP FN 

A Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

B Incorrect 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 

C Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 

D Incorrect 1 1 0 0 1 1 1 0 1 1 0 0 1 1 1 0 1 1 0 0 

E Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

F Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

G Incorrect 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

H Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

I Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

J Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 

K Incorrect 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

L Incorrect 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

M Incorrect 1 1 0 0 0 1 0 1 1 1 0 0 1 1 0 0 1 1 0 0 

N Incorrect 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

O Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

P Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 
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Q Incorrect 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 

R Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

S Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

T Incorrect 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

U Incorrect 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

V Incorrect 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 

W Incorrect 1 1 1 0 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 

X Incorrect 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 

Y Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

Z Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

Total  26 26 4 0 25 1 5 1 26 26 4 0 26 26 2 0 26 26 2 0 

 

Based on Table 2 and Table 3 above, all classes have True Positive and True Negative values. In contrast, the classes B Incorrect, L 

Incorrect, N Incorrect, and W Incorrect have False Positive values. The following is an example image of testing using a striped shirt 

with both hands in an indoor setting. 

 

 

 

 

 

 

 

Fig 10. Testing with striped shirt (a correct)  Fig 11. Testing with striped shirt (incorrect) 

 

The confusion matrix for Test 2 using a striped shirt in an indoor setting is presented in Table 3. 

Based on Table 2 and Table 3 above, 48 classes have True Positive values, and 52 have True Negative values. In contrast, the classes D 

Incorrect, G Incorrect, K Correct, K Incorrect, O Correct, S Correct, T Correct, T Incorrect, U Correct, U Incorrect, and Y Correct have 

False Positive values. M Incorrect has a False Negative value. The following is an image of testing with another actor using both hands 

indoors. 

 

 

 

 

 

 

Fig 12. Testing with another actor (a correct) Fig 13. Testing with another actor (incorrect) 

 

Based on Table 2 and Table 3  above, all classes have True Positive and True Negative values. In contrast, the classes Q Incorrect, R 

Correct, V Correct, V Incorrect, W Incorrect, and X Incorrect have False Positive values. This is an example of a test image 

involving a subject wearing long sleeves and using both hands indoors. 

 

 

 

 

 

 

 

Fig 14. Long-sleeve testing (a correct)           Fig 15. Long-sleeve testing (an incorrect) 

 

The following is the confusion matrix for Test 4 using long-sleeved clothing indoors, as shown in Table 5. 

According to Table 2 and Table 3, all classes were categorized as True Positive and True Negative, except for C and D (Incorrect) and 

class N (Correct), which were classified as False Negative. This is an example of a test image captured using a laptop camera featuring 

two-handed gestures performed indoors. 

 

  

 

 

 

 

  

            Fig 16. Laptop camera testing (a correct)           Fig 17. Laptop camera testing (an incorrect) 

 

The following is the confusion matrix for Test 5 using a laptop camera indoors, as shown in Table 6. 

According to Table 6, all classes were identified as True Positives and True Negatives, except for class B, class J (Incorrect) and class O 

(Correct), which were classified as False Positives. 
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4.4. Outdoor Testing 
Testing in this category was conducted five times outdoors with a testing distance of approximately ±70 cm and the camera height 

aligned with the tester's chest. The lighting level was around ±400 LUX, measured using the Lux Light Meter application. The author 

wore red clothing, a striped shirt, and maroon long sleeves and used a white background (fabric) for certain letters such as "Z." 

Accessories such as a wristwatch and ring were also worn. Meanwhile, the other actor wore black clothing with a similar white fabric 

background for specific letters like "Z." The testing results were recorded manually, letter by letter, from A to Z. 

The following is an example of a test image using accessories with two hands in an outdoor setting. 

 

 

 

 

 

 

 

                     Fig 18. Testing with accessories (a correct)         Fig 19. Testing with accessories (an incorrect) 

 

The following is the confusion matrix for Test 1 using accessories in an outdoor setting, as shown in Table 4. 

 

Table 4. Confusion Matrix IndorTesting (Correct) 

Correct 

Class 
Accessory-Based 

Outdoor Testing 
Outdoor Testing 

with Striped Shirt 
Different Actor 

Outdoor Testing 
Long-Sleeve 

Outdoor Testing 
Laptop Camera 

Outdoor Testing 

TP TN FP FN TP TN FP FN TP TN FP FN TP TN FP FN TP TN FP FN 

A Correct 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 

B Correct 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 

C Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

D Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

E Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

F Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

G Correct 1 1 0 0 1 1 0 0 0 1 0 1 1 1 0 0 1 1 0 0 

H Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

I Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

J Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 

K Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

L Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

M Correct 1 1 0 0 1 1 0 0 1 1 1 0 1 1 1 0 1 1 0 0 

N Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

O Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 

P Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

Q Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

R Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

S Correct 1 1 0 0 1 1 1 0 1 1 0 0 1 1 1 0 1 1 0 0 

T Correct 1 1 0 0 1 1 1 0 1 1 0 0 1 1 1 0 1 1 0 0 

U Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

V Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

W Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

X Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 

Y Correct 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

Z Correct 1 1 0 0 1 1 0 0 1 1 0 0 0 1 0 1 1 1 0 0 

Total                      

 

Table 5. Confusion Matrix IndorTesting (Correct) 

Correct 

Class 
Accessory-Based 

Outdoor Testing 
Outdoor Testing 

with Striped Shirt 
Different Actor 

Outdoor Testing 
Long-Sleeve 

Outdoor Testing 
Laptop Camera 

Outdoor Testing 

TP TN FP FN TP TN FP FN TP TN FP FN TP TN FP FN TP TN FP FN 

A Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

B Incorrect 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 1 1 1 0 

C Incorrect 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 1 1 1 0 

D Incorrect 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

E Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

F Incorrect 1 1 1 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

G Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 

H Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

I Incorrect 1 1 1 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

J Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

K Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

L Incorrect 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 
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M Incorrect 1 1 0 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 

N Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 

O Incorrect 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 

P Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

Q Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

R Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

S Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

T Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

U Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

V Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

W Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 

X Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

Y Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

Z Incorrect 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 

Total                      

 

Based on Table 4 and Table 5 above, all classes are classified as True Positive and True Negative. In contrast, class F (Incorrect), class I 

(Incorrect), class L (Incorrect), and class O (Incorrect) are classified as False Positive. The following is an example of a test image using 

a striped shirt with two hands in an outdoor setting. 

 

 

 

 

 

 

 

 

                                         Fig 20. Striped shirttesting (a correct)       Fig 21. Striped shirt testing (an incorrect) 

 

Based on Table 4 and Table 5 above, all classes are classified as True Positive and True Negative. In contrast, class D (Incorrect), class F 

(Incorrect), class H (Incorrect), class M (Incorrect), and class S and T (Correct) are classified as False Positive. The following is an 

example of a test image with a different actor using two hands outdoors. 

 

                                     

Fig 22. Testing with a different actor (a correct)    Fig 23. Testing with a different actor (a incorrect) 

 

Based on Table 4 and Table 5 above, 51 classes are classified as True Positive and 52 classes as True Negative, while class A (Correct), 

class B (Correct), class B (Incorrect), class C (Incorrect), and class M (Correct) are classified as False Positive, and class G (Correct) is 

classified as False Negative. The following is an example of a test image using long-sleeved clothing with two hands in an outdoor 

setting. 

 

 

 

 

 

 

 

                   Fig 23. Long-sleeve testing (a correct)      Fig 24. Long-sleeve testing (a incorrect) 

 

Based on Table 4 and Table 5 above, 51 classes are classified as True Positive and 52 as True Negative. In contrast, class G (Incorrect), 

class M (Correct), class N (Incorrect), class S (Correct), and class T (Correct) are classified as False Positive, and class Z (Correct) is 

classified as False Negative. The following is an example of a test image using a laptop camera with two hands in an outdoor setting. 

 

                                                              

Fig 25. Laptop camera testing (a correct)    Fig 26. Laptop camera testing (a incorrect) 
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Based on Table 4 and Table 5 above, all classes are classified as True Positive and True Negative. In contrast, class B (Incorrect), class C 

(Incorrect), class J (Correct), class O (Correct), class O (Incorrect), class W (Incorrect), and class X (Correct) are classified as False 

Positive. 

 

4.5. Accuracy, Precision, and Recall Results 
Based on the indoor and outdoor testing results, the average values of accuracy, precision, and recall were obtained and presented in 

tabular form. 

Table 6. Evaluation results of indoor testing scenarios 

No Scenario Accuracy Precision Recall 

1. Testing using accessories 0.954 0.912 1 

2. Testing with a striped shirt 0.889 0.831 0.947 

3. Testing with a different actor 0.948 0.901 1 

4. Testing with long sleeves 0.968 0.939 1 

5. Testing using a laptop camera 0.978 0.957 1 

 

Table 7. Evaluation Results of Outdoor Testing Scenarios 

No Scenario Accuracy Precision Recall 

1. Testing using accessories 0.957 0.917 1 

2. Testing with a striped shirt 0.933 0.875 1 

3. Testing with a different actor 0.956 0.928 0.987 

4. Testing with long sleeves 0.959 0.939 0.980 

5. Testing using a laptop camera 0.951 0.907 1 

 

Note:        Low  : < 0.8              High  : 0.8 – 0.9           Very High: ≥ 0.9 

Based on Tables 12 and 13, several conclusions can be drawn from the indoor and outdoor testing as follows: 

a. Testing with accessories (Table No. 1) showed high performance indoors and outdoors, with high accuracy, precision, and recall. 

b. Testing with a striped shirt (Table No. 2) showed improved accuracy, precision, and recall performance from indoor to outdoor 

testing, with very high accuracy and high precision. 

c. Testing with a different actor (Table No. 3) demonstrated exemplary performance in indoor and outdoor settings, with increased 

accuracy and high precision in outdoor testing. 

d. Testing with long sleeves (Table No. 4) showed stable performance indoors and outdoors, with very high accuracy and precision. 

e. Testing using a laptop camera (Table No. 5) demonstrated exemplary performance in indoor and outdoor settings, with a very high 

level of accuracy. 

 

5. Conclusion  
Using the pre-trained YOLOv5s variant as the object detection model is a suitable choice, as YOLOv5s offers relatively fast performance 

due to requiring fewer floating point operations and less memory than its larger variants. This makes the model more feasible to run on 

devices with limited memory capacity. By configuring the training process with a batch size of 16 and 120 epochs, YOLOv5s achieved 

excellent results. This is evidenced by the cross-validation results across iterations 1 to 10, showing an average precision of 0.990131 (or 

99%) and an average recall of 0.999908 (or 99%). Indoor testing in each scenario yielded accuracy, precision, and recall values above 

0.9, except in the scenario involving striped clothing, which recorded accuracy and precision values below 0.9. 

Meanwhile, outdoor testing in each scenario also achieved accuracy, precision, and recall values above 0.9, except in the striped clothing 

scenario, where the precision value fell below 0.9. Based on the comparison between indoor and outdoor testing and the inclusion of 

accessories and various clothing types, it can be concluded that outdoor testing showed performance drops in specific scenarios, 

particularly in recall. However, overall, the system still demonstrated high accuracy and precision in outdoor testing. 
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